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Abstract. This paper presents a semi-supervised machine-learning approach to 
predicting whether students will be successful in solving problem-solving tasks 
within narrative-centered learning environments. Results suggest the approach 
often outperforms standard supervised learning methods. 
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1 Introduction 

Recent years have witnessed growing interest in narrative-centered learning environ-
ments, which tightly integrate interactive narratives, digital games, and the adaptive 
pedagogy of intelligent tutoring systems to generate highly engaging interactive story 
experiences for personalized learning [1]. Because students have considerable auton-
omy in these open-ended environments, it is possible for students to unintentionally 
spend time on problem-solving tasks for which they already have mastery, and inad-
vertently skip problem-solving tasks where they have gaps in knowledge. This paper 
introduces a data-driven method for predicting whether students will successfully 
complete problem-solving tasks based on their prior performance. We leverage self-
training semi-supervised learning as a framework for predicting problem-solving task 
success [2]. We compare this framework to naïve Bayes (NB) and support vector 
machine-based (SVM) classifiers. Results suggest that self-training often provides the 
most accurate predictions. The resulting models show significant promise for support-
ing pedagogical planning in narrative-centered learning environments. 

2 Results and Discussion 

To evaluate the self-training semi-supervised learning approach to predicting prob-
lem-solving performance, we analyze student data from a classroom deployment of 



CRYSTAL ISLAND [1]. During game play, students progressed in solving the problem 
scenario by completing concept matrices based on informational texts they encoun-
tered in the game. In this work, we analyze student data from 10 frequently attempted 
concept matrices (on average, 565 students attempted them). 

Prediction accuracy rates are compared across self-training semi-supervised learn-
ing, supervised learning, and a baseline using the majority label. The results fall into 
two major categories: (1) the self-training method outperforms the corresponding 
supervised learning technique and baseline, and (2) the baseline performs better than 
both self-training and supervised learning. In the first category, 3 out of the 10 classi-
fications show that self-training using NBs outperforms both the other two approach-
es, and 4 out of the 10 classifications show that self-training using SVMs outperforms 
the other approaches. Table 1 describes pairwise comparisons using one-way repeated 
measures ANOVA for NBs (F(1.13, 32.64) = 74.91, p < 0.001) and SVMs (F(1.01, 
39.55) = 34.98, p < 0.001) for the classifications in this category. Statistical signifi-
cance is measured using least significant difference post-hoc tests. The second catego-
ry of observations in which the baseline (M=87.39) performs better than both super-
vised learning (M=84.12) and self-training (M=84.38) consists of relatively easy 
problem-solving tasks in which 87.39% of students successfully solved the tasks. 

Table 1. Average Model Accuracy on Predicting Success of Problem-Solving Tasks in First 
Category. (statistical significance over * baseline and § supervised learning) 

Approach Naïve Bayes Support Vector Machine 
Baseline 68.107 74.880 
Supervised Learning 71.724* 83.338* 
Self-Training 73.182*§ 83.788*§ 

 
We have proposed an approach to predicting problem-solving performance lever-

aging semi-supervised learning. Results suggest that the self-training semi-supervised 
learning method can improve predictive models’ accuracy over standard supervised 
learning techniques, and thus support adaptive pedagogical planning in narrative-
centered learning environments. 
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