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Abstract Johnson et al. (International Journal of Artificial Intelligence in Education,
11, 47–78, 2000) introduced and surveyed a new paradigm for interactive learning
environments: animated pedagogical agents. The article argued for combining animated
interface agent technologies with intelligent learning environments, yielding intelligent
systems that can interact with learners in natural, human-like ways to achieve better
learning outcomes. We outlined a variety of possible uses for pedagogical agents. But
we offered only preliminary evidence that they improve learning, leaving that to future
research and development. Twenty years have elapsed since work began on animated
pedagogical agents. This article re-examines the concepts and predictions in the 2000
article in the context of the current state of the field. Some of the ideas in the paper have
become well established and widely adopted, especially in game-based learning envi-
ronments. Others are only now being realized, thanks to advances in immersive
interfaces and robotics that enable rich face-to-face interaction between learners and
agents. Research has confirmed that pedagogical agents can be beneficial, but not
equally for all learning problems, applications, and learner populations. Although there
is a growing body of research findings about pedagogical agents, many questions
remain and much work remains to be done.
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Introduction and Retrospective on the Article

In the 1990s our colleagues and we started developing a new approach to the design
of interactive learning environments: animated pedagogical agents. We were in-
spired by the early work on interface agents (Laurel 1990; Nagao and Takeuchi
1994; Hayes-Roth and Doyle 1998), and saw potential for applying this approach to
the design of intelligent learning environments. The resulting learning environments
might be able to interact more naturally with learners, and this might make them
more effective as learning tools.

We conducted some preliminary projects with animated pedagogical agents, includ-
ing Herman the Bug (Lester et al. 1999), STEVE (Johnson et al. 1998), and Adele
(Shaw et al. 1999). These efforts gave us further insight into possible uses for animated
pedagogical agents in learning environments. Seeing commonalities across different
animated pedagogical agent applications, we decided to collaborate and write an article
summarizing the range of possible capabilities and benefits of pedagogical agents as we
had come to understand them. This article, BAnimated pedagogical agents: Face-to-face
interaction in interactive learning environments^ (Johnson et al. 2000), proved to be
highly influential and is commonly cited by researchers interested in pedagogical
agents.1

At the time we wrote the article we were excited by the potential of the technology,
but did not yet have a clear understanding of what learning problems it could help
solve. Looking at the article again after 15 years we see various claimed benefits such
as broadening the bandwidth of tutorial communication or conveying emotional
responses to the tutorial situation. But was there evidence that existing intelligent tutors
lacked sufficient bandwidth of communication with the learner, or that they suffered
from being insufficiently emotional? Early studies provided evidence that they can
improve learning (Lester et al. 1997a, b), but we only had a preliminary notion of what
features of agents contributed to learning and why. The truth is, we thought pedagogical
agents were a clever idea and so we ran with it, with only a general idea of where it
might lead us.

Twenty years since the initial work on animated pedagogical agents, and 15 years
since the publication of Johnson et al. (2000), we can look back and assess whether it
led us in a good direction. Did pedagogical agents live up to their expectations? Of the
various capabilities described for agents in the article, which ones proved useful in the
long run? What have we learned since then? And are there ideas and concepts in the
2000 article that are worth revisiting, as we look toward the future? This article will
explore these questions.

Key Capabilities and Benefits Cited in the Paper

In our original article, we conceptualized pedagogical agents as Bautonomous
characters^ that Bcohabit learning environments with students to create rich, face-to-face
learning interactions.^ We emphasized the multimodal nature of pedagogical agents

1 According to Google Scholar, the article has been cited more than 1,000 times.
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and used the phrasing of Banimated pedagogical agents^ to highlight their visual
embodiment.

The following is the set of potential agent capabilities presented in the original
article, illustrated by agents described in the literature up to that point. These capabil-
ities become possible when an agent is provided with an animated persona and is able
to interact with learners.

& Interactive demonstrations. Agents in virtual environments can demonstrate how
to perform tasks such as operating or repairing equipment, as illustrated by STEVE
(Johnson et al. 1998). In the process the agent can explain what it is doing and why,
and also direct the learner’s attention to important features of the environment, such
as by pointing. The learner can also collaborate with and interact with the agent
during the course of the demonstration.

& Navigational guidance. An agent can lead learners around a complex virtual
environment and prevent them from getting lost. Again, STEVE provided a good
demonstration of this capability.

& Gaze and gesture as attentional guides. Agents can point to and look at objects in
the environment to draw the learner’s attention to them. Many of the agents
described in the Johnson et al. (2000) article have this capability.

& Nonverbal feedback. Agents with animated personas can give feedback nonver-
bally as well as verbally. These nonverbal cues can take various forms, such as
nodding or shaking the head, facial expressions such as smiling or surprise, or even
cartwheels across the screen (in the case of Herman the Bug).

& Conversational signals. Similarly, agents can use nonverbal signals to regulate
conversation with learners. For example, STEVE used head nods as back- channel
feedback to indicate that he understands the learner’s spoken utterances.

& Conveying and eliciting emotion. Animated agents can express emotion, and can
also elicit emotions in learners. We hypothesized that this might influence learner
motivation, e.g., by expressing empathy toward the learner.

& Virtual teammates. Animated agents can play roles as team members, as part of
team training scenarios. STEVE demonstrated this capability (Rickel and Johnson
1999). In a similar vein we hypothesized that animated agents could collaborate
with learners as learning companions.

& Adaptive pedagogical interaction. We argued that the dynamic nature of face-to-
face interaction between an agent and a learner made it necessary to make peda-
gogical interaction highly adaptive, so that the agent can respond to interruptions,
turn-taking, and miscellaneous actions that the learner might take during instruc-
tion. STEVE is a good demonstration of such adaptive instructional capabilities.

Evolution of the Pedagogical Agent Concept

The field’s conceptualization of pedagogical agents has remained relatively consistent
since our original formulation. For example, a recent meta-analytic review of peda-
gogical agents by Schroeder et al. (2013) defines agents as Bon-screen characters that
facilitate instruction.^ However, as research on pedagogical agents has evolved, it
became common to drop Banimated^ and simply refer to them as Bpedagogical agents.^
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Departing from the vision presented in the original article, researchers and practitioners
have considered a wider space of alternative agent designs. Some researchers such as
Veletsianos (2010) have explicitly extended the pedagogical agent concept to include
agents portrayed using static images. Some researchers have conducted studies to
evaluate the relative benefits of static vs. animated agents. For example, Baylor et al.
(2003) and Mayer and DaPra (2012) found that subjects learned more when the persona
was animated than when it was static. Meanwhile Moreno et al. (2001) and Baylor et al.
(2003) found that the agent’s voice contributes significantly to learning, sometimes
more than the animated persona. In practice the choice of agent realization depends
upon the educational context and the role of the agent in that context.

In the 2000 article we suggested that pedagogical agents could act in a variety of
roles. Subsequent research has sought to clarify and investigate these roles (e.g., see
Kim and Baylor 2015). In addition to the classic pedagogical agents discussed in the
2000 article, which played a somewhat didactic role, the intervening years have seen
the emergence of pedagogical agents that are designed to be taught, teachable agents
(Biswas et al. 2005), and pedagogical agents that are designed to serve as peers,
learning companions (Woolf et al. 2010). Virtual role-players, an extension of the
virtual teammate concept in the 2000 paper, have emerged as an important application
area for pedagogical agent technology (Johnson 2015a, b). Each type offers its own
potential benefits to learners, and calls for a different set of agent capabilities. Teachable
agents often require learners to explain their reasoning to Bteach^ their students (the
teachable agents), thereby triggering the self-explanation effect (Chi et al. 1989) in
learners and perhaps enabling deeper learning. Learning companions, in contrast,
promote social interactions between students and Bnear-peers^ that may stimulate
engagement, which may increase learner motivation. Virtual role-players perform
instructional functions through their reactions and responses to learners in educational
simulations.

Alelo’s VCATs (Virtual Cultural Awareness Trainers) (Johnson et al. 2011) provide a
good example of how pedagogical agents can perform multiple roles and employ
different capabilities in each role. In VCATs learners acquire knowledge about other
cultures and apply their knowledge in simulated encounters with people from that
culture. AVirtual Coach (Fig. 1, left) provides guidance and feedback throughout the
course, and narrates the instructional material. During the role-play simulations (e.g.,

Fig. 1 VCAT Virtual Coach (left) and virtual role-play (right)
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Fig. 1, right) the learner’s avatar carries out cross-cultural exchanges with virtual role-
players, with advice and feedback from the Virtual Coach.

VCATs have been developed for over 80 countries to date, and over 50,000 trainees
have taken VCAT courses. They thus provide useful information regarding what works
in agent design. Regarding the question of whether agents should be animated, static
images, or disembodied voices, it clearly depends upon the intended role of the agent,
and there is no single answer. There are very few instances in which it makes sense for
virtual role-players to be disembodied voices. For virtual tutors and coaches on the
other hand, a variety of realizations are possible. In the case of the VCAT Virtual Coach
there is a combination of realizations. At the beginning of the course the Virtual Coach
appears as an animated character. Later on, after the learner is accustomed to working
with the Virtual Coach, she fades away and becomes less obtrusive. When she acts as
narrator she is a disembodied voice. When she is coaching virtual role-plays she mainly
is an off-screen character, and pops up on the screen only when the learner has a
question. When she does pop up she appears as a static image. At the end of the training
she fades away entirely, and learners are required to demonstrate that they can perform
the task unassisted.

VCATs also illustrate how video stories of real people can complement interaction
with pedagogical agents. Research in the use of video stories has developed in parallel
with work with pedagogical agents (e.g., Schank 2010). Each serves distinct pedagog-
ical functions, at different phases at the learning process (Johnson 2015a, b). Videos of
real people, whom learners admire and respect, can motivate a learner to want to learn a
new skill. Animated pedagogical agents are not real and so do not engender respect, but
they respond to learners in ways that prerecorded videos do not. They are more useful
when the learner is motivated and actively engaged in learning a new skill.

Since 2000 some roles for pedagogical agents have become much more common
than others, and this has affected their capabilities as well as their realizations. For
example there has been relatively little work since 2000 on agents that can engage in
interactive demonstrations or navigational guidance. Most agents do not cohabit virtual
worlds with learners, and so do not have opportunities to interact with the learner and
the virtual world at the same time, as in an interactive demonstration. However this may
now be changing as agents are taking on robotic form, as we will discuss below.

We have found that when the role of the agent is unclear it can have a negative effect
on learning effectiveness. For example in the Tactical Iraqi game (Johnson 2010a) a
single agent, Samia Faris, played the role teammate as well as coach. Because Samia
was a teammate she was present in the simulation at all times. As a result learners
tended to rely heavily on her to tell them what to do in the simulation. When we
separated the functions of role-player and coach, as in VCATs, we could make the
coach fade away while continuing to provide the role-playing functions.

New Technical Developments

Since the 2000 article there have been significant advances in three communities that
contribute to agent functionalities: virtual humans, affective computing, and natural
language processing. This has made it possible to create pedagogical agents that are, by
the standards of the year 2000, phenomenally responsive. Perhaps we did not directly
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anticipate that these technologies would become as sophisticated as they have as
quickly as they did, but in the intervening 15 years it is clear that the kinds of
pedagogical agents we envisioned are quickly becoming a reality. Together, the virtual
human, affect, and natural language capabilities support precisely the kinds of multi-
modal communication capabilities noted in the 2000 article.

The International Conference on Intelligent Virtual Agents has emerged as a show-
case for virtual human technologies. Each year brings new advances in agents’ ability
to navigate through complex virtual environments, generate expressive gestures, direct
gaze, communicate with speech, and synthesize full-body movements that integrate
each of these functionalities to create seamless behaviors in real time. Current virtual
human technologies, while still requiring much work to be done in both the supporting
graphics and the AI behind the scenes, have arrived at a state that makes the interactive
embodiment of agents possible.

The affective computing community has developed sophisticated computational
models of affect recognition, affect understanding, and affect synthesis (D’Mello and
Graesser 2010; McQuiggan, et al. 2007; Sabourin et al. 2011). Affect-aware computing
systems are growing increasingly aware of their users through multiple modalities that
draw on an ever widening array of sensors, which are themselves becoming less
cumbersome to use and more cost effective (Arroyo et al. 2009; Grafsgaard et al.
2014; Kapoor and Picard 2005). These in turn are used in conjunction with environ-
ments populated with virtual humans who can respond, again in real time, to users’
unfolding affective states. Much of this work has been conducted with an eye toward
education and training applications, and pedagogical agents have thereby acquired
increasingly greater abilities to recognize when users (learners) exhibit frustration,
boredom, confusion, and states of flow, among others. Thus pedagogical agents have
developed to the point where they do more than convey and elicit emotion, as
suggested in the 2000 paper, but can also reason about and respond to emotion. They
thus have become more emotionally intelligent. Moreover agents utilize emotion as a
means to an end—to comfort, support, and motivate learners (Swartout et al. 2013;
Johnson et al. 2011). This, together with social interaction tactics such as politeness
tactics (Wang et al. 2008) is making agents more socially intelligent and thereby more
instructionally effective.

The natural language community has made advances in human language technology
that have significantly improved pedagogical agents’ communicative capabilities. In
particular, advances in natural language understanding and dialogue management have
created the possibility of highly interactive natural language dialogue. Coupled with
advances in automated speech recognition and text-to-speech technologies, state-of-
the-art pedagogical agents can now engage in spoken language dialogue. There are
limitations, of course, but the possibility of having tutorial conversations with peda-
gogical agents is now a reality.

These advances in capability enrich the interactive user experience, but they also
raise new questions about how users will respond to and use the technology. For
example, it is now possible to record video clips of real people and combine them with
natural language technology to create interactive video-based agents that tell stories and
respond to learner questions (Artstein et al. 2014). Will learners regard these agents as
Breal^, and therefore worthy of trust and respect, or as synthetic and fictional, and
therefore less trustworthy than a real person? Also sophisticated and complex
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technologies can sometimes be difficult to users to understand, control, and author. This
could stand in the way of acceptance and adoption of these technologies by teachers
and other stakeholders. These considerations are likely to become more significant as
pedagogical agents transition into the educational mainstream.

What have we Learned Since then?

The 2000 article cited some preliminary studies. Since then, there have been many
research studies, and we have a much better understanding of what features contribute
to the effectiveness of pedagogical agents. Recently, a meta-analysis was conducted to
determine what effect, if any, pedagogical agents have on learning (Schroeder et al.
2013). The meta-analysis considered 43 studies, which collectively involved more than
three thousand subjects. The authors of the meta-analysis observe that analyzing the
impact of pedagogical agents is challenging because of the myriad factors that bear on
learning with agents. Agents can assume many forms. Their presentations can range
from simple stick figures and talking heads to off-screen persona and full-bodied virtual
humans. They can also be humanoid or non-humanoid, and they can be interactive
videos of actual humans. In addition, agents have been designed for a multitude of
learner populations and contexts, and they have played roles in both education and
training. Learner populations include K-12 students, university students, and an excep-
tionally wide range of users for a multitude of training systems spanning business,
defense, intelligence, and healthcare applications.

Despite the diversity exhibited by the studies along each of the dimensions noted
above, the meta-analysis discovered statistically significant results among the studies.
In particular, the meta-analysis found that agents do enhance learning in compar-
ison with learning environments that do not feature agents. It also found that
agents seemed to be more effective for science and math and less effective for the
humanities. 2 Perhaps most interesting was the finding that, in formal education,
pedagogical agents seem to be more effective for younger learners than for older
learners. Specifically, it appears that agents seem to promote learning better for K-
12 students than for post-secondary students.

Comparison and replication studies are helping to clarify the effect of various agent
features, capabilities, and usage contexts. Mayer and his colleagues (Mayer and DePra
2012; Moreno et al. 2001) have conducted a series of careful studies comparing
learning environments with different versions of agents. Graesser and his colleagues
(Nye et al. 2014) have conducted a number of studies with different versions of
AutoTutor, and have compared their effectiveness. Johnson and Wang (2010b) and
McLaren et al. (2014) have tested the Politeness Effect with different learner popula-
tions and learning domains. Such studies have found, for example, that students
interacting with pedagogical agents exhibit stronger learning outcomes when 1) peda-
gogical agents speak rather than communicate with text, 2) pedagogical agents use

2 One of us (Johnson) takes some exception with this finding. Agents have proven to be highly effective in
teaching foreign language and intercultural skills (Johnson 2010a; Johnson et al. 2011), which fall under the
category of the humanities. So even though there is a growing body of research results to rely on, one must still
be careful about overgeneralizing claims about pedagogical agents. Findings that hold in general may fail to
hold in specific cases.
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human-like gestures, 3) pedagogical agents communicate conversationally rather than
formally, and 4) pedagogical agents use polite rather than direct phrasing. These studies
are important because they help us to assess whether agent effects are robust or are
somehow dependent on the experimental conditions of individual studies.

Since 2000 agents are increasingly being incorporated into game-based learning
environments (Kim et al. 2009; Johnson 2010a; Rowe et al. 2011), where the agents
play specific roles within the game. This is a natural use for animated agents, and in
games there is usually a strong expectation on the learner’s part that the characters will
be animated.

Finally, experience has shown that pedagogical agents as coaches and tutors are
most useful and effective with novice learners (e.g., Wang et al. 2008). This should
come as no surprise since advanced learners have on average a higher level of
motivation, self-efficacy, and self-regulation skills, and so have less need for the
motivational support that virtual coaches and tutors offer. Virtual role-players in
contrast provide useful practice for learners with a wide range of expertise.

What’s Next for Pedagogical Agents?

In the time since the publication of 2000 paper pedagogical agents have proven
themselves for a range of learner needs and learning domains. The technology is here
to stay, and is sure to have a future. What will that future look like? Here are some
speculations, based upon our experience to date.

In order for pedagogical agents to be adopted widely there need to be authoring tools
that make it easy to create them. Earlier pedagogical agent work benefited from the
availability of off-the-shelf agent authoring tools such as Microsoft Agent. Microsoft
Agent has been discontinued, and no comparable tool has taken its place. But mean-
while human figures are becoming standard features of e-learning authoring tools such
as Adobe Captivate and Articulate Studio. Alelo’s VRP® MIL product makes it easy to
populate training simulations with virtual role-players, drawn from reusable libraries.
When these technologies are integrated into an easy-to-use package, pedagogical
agents will become part of the standard repertoire that instructional designers use to
create e-learning applications.

Although much progress has been made in our understanding of how pedagogical
agents support learning, much remains unknown. The field needs to develop a
broader empirically grounded research base on what types of pedagogical agents
are most appropriate for what learner populations and subject matters and in what
contexts. For example, are there learner populations or contexts for which pedagog-
ical agents are not only unsupportive but in fact harmful? Are there learner
populations or contexts for which pedagogical agents are very likely to be especially
beneficial? Our own experience over the past decade over the course of many
projects is that pedagogical agents seem to have a strong motivating effect for
students ages 10–14 years, and they are especially helpful as non-player characters
in cultural training applications. However, much remains to be learned about when
pedagogical agents should be used and how their interactions with learners should
be orchestrated. For every rule about pedagogical agents there are exceptions—
perhaps even for this very rule!
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As we discussed above, computer animation is not an essential feature of pedagog-
ical agents, and in the future we see the technology migrating to other types of mixed-
reality interfaces. One example is the RALL-E (Robot-Assisted Language Learning in
Education) project at Alelo. Alelo has migrated its agent technology to the Robokind
R25 robot, and the resulting prototype robot can engage in conversation in Chinese
(Fig. 2). The concept is being tested in collaboration with the Virginia Department of
Education and the Thomas Jefferson High School for Science and Technology in
Alexandria, Virginia. Embedding agent technology into the robot makes it possible
for learners to engage naturally in mixed-initiative conversation with the robot, much
more so than is the case when the agent is displayed on a computer screen. Technically
the approach is a direct descendent of the Steve pedagogical agent work described in
Johnson et al. (2000), in that the agent and the learners cohabit a shared world. But
while learners had to enter STEVE’s virtual world to interact with him, the robot
hardware makes it possible for the pedagogical agent to enter the real world of the
learners and interact with them (Fig. 2).

As pedagogical agents become more widespread we will develop a better under-
standing of how best to combine interactive agents with human teachers and peers, to
make learning most effective. Pedagogical agents complement the roles of humans in
the learning process, and should not be viewed as taking the place of them. An
important research challenge is to understand how best to combine the strengths of
real people and artificial agents in blended learning environments. As tools for creating
pedagogical agents become more prevalent we anticipate that teachers and students will
play a significant role in designing, creating, and participating in those blended learning
solutions. This will place a premium on agents that are not just technically sophisticated
but also easy to author and use.

Pedagogical agents for personalized education are particularly intriguing. One can
imagine a future in which every learner has her own pedagogical agent—or perhaps a
cast of pedagogical agents—that accompanies her from the time she is young through

Fig. 2 The RALL-E Robot
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adulthood and on into senescence. Her agents could provide highly customized sup-
port, delivered ubiquitously in all of her activities. And rather than being limited to a
particular subject matter, they could support all subject matters, and expand to
metacognitive and self-regulatory skills and beyond. They could also support complex
collaborative problem solving in which teams of learners and their agents coordinate
their learning activities. Similarly sophisticated capabilities can be envisioned for
training, with the lines between education and training blurring and eventually
disappearing altogether. These developments will require significant advances in
agents’ communicative abilities, as well as substantial increases in computing power
than is now available, but both of these types of developments are clearly already
underway.

As agents interact with learners over longer periods of time, they will not simply be
interacting with learners but will be forging on-going relationships with them, just as
people do. This will raise new questions about how these agents will establish rapport
with learners and earn their trust and respect. Will learners come to trust and find
common ground with agents as they do with their real teachers and mentors? As the
boundary between interactive agents and portrayals of real people dissolves, will
learners treat agents as fictional of real? Will this still be a meaningful distinction?
These are questions that the next generation of pedagogical agents may have to address.

Conclusions

In the 2000 article we claimed that animated pedagogical agents offer enormous
promise for interactive learning environments. Fifteen years later, our predictions have
been largely borne out. Pedagogical agents have proven to be useful and sometimes
highly effective in promoting learning, in a broad range of applications. And we
continue to be optimistic for the future of pedagogical agents, and remain convinced
that their full potential has yet to be realized, as learning technologies and as compo-
nents of blended learning solutions.

Yet although there is now a significant body of experience and research findings
relating to pedagogical agents, there is much that we still do not know. Many questions
remain about when pedagogical agents are most effective, and how to design them and
use them to maximize effectiveness. As agents become capable and more widespread,
new questions will arise as to how to engender trust in this technology and promote its
broad adoption. The findings of comparative studies such as Mayer and DePra (2012)
and Nye et al. (2014) remind us that agent technology is only part of what makes a
learning environment effective, and often not the most important part. Agent technol-
ogy will not turn a badly designed learning environment into a good one. But it can
help make a good learning environment better.
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