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ABSTRACT

Life-like animated interface agents for knowledge-based learn-
ing environments can provide timely, customized advice to
support students’ problem solving. Because of their strong vi-
sual presence, they hold significant promise for substantially
increasing students’ enjoyment of their learning experiences.
A key problem posed by life-like agents that inhabit artificial
worlds is deictic believability. In the same manner that hu-
mans refer to objects in their environment through judicious
combinations of speech, locomotion, and gesture, animated
agents should be able to move through their environment,
and point to and refer to objects appropriately as they provide
problem-solving advice. In this paper we describe a frame-
work for achieving deictic believabilityin animated agents. A
deictic behavior planner exploits a world model and the evolv-
ing explanation plan as it selects and coordinates locomotive,
gestural, and speech behaviors. The resulting behaviors and
utterances are believable, and the references are unambigu-
ous. This approach to spatial deixis has been implemented
in a life-like animated agent, Cosmo, who inhabits a learning
environment for the domain of Internet packet routing. The
product of a large multidisciplinary team of computer sci-
entists, 3D modelers, graphic artists, and animators, Cosmo
provides realtime advice to students as they escort packets
through a virtual world of interconnected routers.

KEYWORDS: Animated agents, life-like, believability,
learning environments, educational applications.

INTRODUCTION

Life-like animated agents offer great promise for knowledge-
based learning environments. Because of the immediate and

deep affinity that children seem to develop for them, the po-
tential pedagogical benefits these agents provide are perhaps
even exceeded by their motivational benefits. By creating the
illusion of life, animated agents may significantly increase
the time that children seek to spend with educational soft-
ware, and recent advances in affordable graphics hardware
are beginning to make the widespread distribution of real-
time animation technology a reality.

Endowing animated agents with believable, life-like qual-
ities has been the subject of a growing body of research
[1, 2, 3, 7, 11, 17] and much interesting work has examined
the social aspects of human-computer interaction and users’
anthropomorphization of software [12, 13]. Animated peda-
gogical agents [14, 16] constitutean important category of an-
imated agents whose intended use is educational applications.
Believability is a key feature of animated pedagogical agents,
as demonstrated by a recent large-scale study conducted with
an animated pedagogical agent developed in our laboratory.
After interacting with this life-likeagent in a problem-solving
environment, it was determined that students perceived the
agent as being very helpful, credible, and entertaining [8].

A key problem posed by life-like agents that inhabit artifi-
cial worlds is deictic believability. In the same manner that
humans refer to objects in their environment through combi-
nations of speech, locomotion, and gesture, animated agents
should be able to move through their environment, point
to objects, and refer to them appropriately as they provide
problem-solving advice. Deictic believability in animated
agents requires the design of an agent behavior planner that
considers the physical properties of the world inhabited by
the agent. The agent must exploit its knowledge of the posi-
tions of objects in the world, its relative location with respect
to these objects, as well as its prior explanations to create
deictic gestures, motions, and utterances that are both natural
and unambiguous.

To address these issues, we have developed a spatial deixis
framework for achieving deictic believability. Building on
our previous work on dynamically sequencing animated ped-
agogical agents [16] and enhancing pedagogical agent be-
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Figure 1: Cosmo and the INTERNET ADVISOR World



lievability [10] and on Cassell et al’s foundational work on
agent deixis [4], a deictic behavior planner exploits a world
model and the evolving explanation plan as it selects and
coordinates locomotive, gestural, and speech behaviors. The
resulting behaviors are believable, and by considering the rel-
ative proximity of objects, the references are unambiguous.
This approach has been implemented in a life-like animated
agent, Cosmo, who inhabits a learning environment for the
domain of Internet packet routing.

Cosmo is an impish, antenna-bearing creature who hovers in
a virtual world of routers and networks and provides advice to
students as they decide how to ship packets through the net-
works to specified destinations (Figure 1). His appearance,
mannerisms, and behavior space of actions and utterances
are the combined creation of a large multidisciplinary team
of computer scientists, graphic artists, modelers, and anima-
tors. In response to students’ problem-solving activities and
questions, Cosmo interjects explanations that refer to spe-
cific routers, subnets and address labels in the environment.
By carefully selecting and coordinating speech, gesture, and
locomotion, his behavior planner creates deictic references
that are natural and unambiguous. Focus group studies with
students interacting with Cosmo in the INTERNET ADVISOR
learning environment are encouraging.

DEICTIC BELIEVABILITY IN LIFE-LIKE ANIMATED
PEDAGOGICAL AGENTS
In the course of communicating with one another, humans
constantly employ deictic techniques to create context-specific
references. Spatial deixis, a much studied phenomenon in
linguistics, is used to refer to specific locations and objects
in the physical world [6]. Speakers use these techniques to
narrow listeners’ attention to particular entities. In one pop-
ular psycho-social framework for analyzing spatial deixis,
the figure-ground model [15], the world is categorized into
ground, which is the common physical environment shared
by the speaker and hearer, and the referent, which is the aspect
of the ground to which the speaker wishes to refer. Through
carefully constructed referring expressions and well-chosen
gestures, the speaker assists the hearer in focusing on the
particular referent of interest.

The ability to handle spatial deixis effectively is especially
critical for animated pedagogical agents that inhabit virtual
worlds. To provide problem-solving advice to students who
are interacting with objects in the world, the agent must be
able to refer to objects in the world to clearly explain their
function and to assist students in performing their tasks. De-
ictic mechanisms for animated pedagogical agents should
satisfy two criteria:

� Lack of Ambiguity: In a learning environment, an animated
agent’s clarity of expression is of the utmost importance.
To effectively communicate advice and explanations to stu-
dents, the agent must be able to create deictic references that
are unambiguous. Avoiding ambiguity is critical for prob-
lem solving in virtual environments, where an ambiguous
deictic reference can cause mistakes and foster miscon-
ceptions. Ambiguity is particularly challenging in virtual
environments housing a multitude of objects, especially
when many of the objects are similar.

� Immersivity: It has been demonstrated that agents that are
believable [2] hold much appeal for children [8]. Hence,
though it is reasonably simple to create unambiguous ref-
erences to objects in a scene through object highlighting,
our goal is to create life-like agents that make references
in much the same manner that humans do. Just as humans
are immersed in their environment and gesture and move
within it, e.g., by walking across a scene to a cluster of ob-
jects and pointing to one of them, to achieve believability,
agents should behave accordingly.

The lack-of-ambiguity requirement implies that deictic plan-
ning mechanisms must make use of an expressive representa-
tion of the world. While unambiguous deictic references can
be made by object highlighting or by employing a relatively
stationary agent with a long pointer, e.g., [1], the immersiv-
ity requirement suggests that agents should artfully combine
speech, gesture, and locomotion.

A Life-like Animated Agent Testbed

To investigate life-like animated agents for learning environ-
ments, we have developed a life-like agent and the testbed
learning environment he inhabits.1 The environment and
agent were designed to foster evaluation of mechanisms for
animation behavior sequencing of life-like characters, human-
agent conversational interaction, and realtime problem-solving
assistance. For example, environmental features that force
spatial deixis issues to the forefront are (1) a world popu-
lated by a multitude of objects, many of which are similar,
(2) an agent that provides advice and explanations that must
refer to these objects, and (3) a problem-solving task that re-
quires students to make decisions based on factors present in
the environment. The Internet Advisor (Figure 1) provides
such a “deictic laboratory.” It consists of a virtual world with
many routers and networks and inhabited by Cosmo, a help-
ful antenna-bearing creature with a hint of a British accent.
The INTERNET ADVISOR serves as an excellent testbed for
exercising spatial deixis because each subnet has a variety of
routers attached to it and the agent must refer unambiguously
to them as it advises the students about their problem solving.

Students interact with Cosmo as they learn about network
routing mechanisms by navigating through a series of sub-
nets. Given a packet to escort through the Internet, they direct
it through networks of connected routers. At each subnet, they
may send their packet to a specified router and view adjacent
subnets. By making decisions about factors such as address
resolution and traffic congestion, they learn the fundamen-
tals of network topology and routing mechanisms. Helpful,
encouraging, and with a bit of attitude, Cosmo explains how
computers are connected, how routing is performed, what
types of networks have particular physical characteristics,
how address schemes work, and how traffic considerations
come into play. Students’ journeys are complete when they
have successfully navigated the network and delivered their
packet to the proper destination.

1In addition to the authors, the INTERNET ADVISOR was created by 9
graphic artists (environment designers, 3D modelers, and animators), as
well as a musician, a voice actor, and several programmers.
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Figure 2: Life-like Animated Pedagogical Agent Behavior Planning Architecture

PLANNING DEICTIC GESTURE, LOCOMOTION, AND
SPEECH

As students solve problems in the learning environment, the
animated agent provides advice to assist them. In the course
of observing a student attempt different solutions, the agent
explains concepts and gives hints. It provides advice in two
situations: (1) when a student pauses for an extended pe-
riod of time, which may signal a problem-solving impasse,
or (2) when a student commits an error. When the action
interpreter detects a situation in which the agent should pro-
vide advice, it invokes the agent behavior planner (Figure 2).
The agent behavior planner consists of an explanation planner
and a deictic planner. The explanation planner determines the
content and structure of explanations by examining a curricu-
lum information network, a user model, the current problem
state, and the student’s solution. It constructs a sequence of
explanatory behaviors and explanations (typically 6–10 utter-
ances) which will collectively constitute the advice that will
be delivered. In this way, problem-solving actions performed
by the student are punctated by customized explanations de-
livered by the agent.

Deictic planning comes into play when the behavior planner
determines that an explanation must refer to an object in the
environment. For each utterance that makes a reference to
an environmental object, the explanation planner invokes the
deictic system and supplies it with the intended referent R.
The deictic system operates in the following three phases to
plan the agent’s gestures, locomotion, and speech:

1. Ambiguity Appraisal: The deictic system first assesses
the situation by determining whether a reference to R may
be ambiguous. By examining the evolving explanation
plan, which contains a record of the objects the agent has
refered to in utterances spoken so far in the current expla-
nation sequence, the deictic planner evaluates R’s initial
potential for ambiguity. This assessment will contribute to
gesture, locomotion, and speech planning decisions.

2. Gesture and Locomotion Planning: To determine the
agent’s physical actions, the deictic system uses both a

world model representing the relative positions of the ob-
jects in the scene, as well as the previously made ambiguity
assessment to plan the agent’s pointing gestures and move-
ment. By considering the proximityof objects in the world,
the deictic system computes whether the agent should point
to R, and if so, whether it should move to R.

3. Utterance Planning: To determine what the agent should
say to refer to R, the deictic system considers focus infor-
mation, the ambiguity assessment, and the world model.
Utterance planning pays particular attention to the relative
locations of the referent and the agent, taking into account
its planned locomotion from the previous phase. The result
of utterance planning is a referring expression consisting
of the appropriate proximal/non–proximal demonstratives
and pronouns.

The deictic system passes the agent’s behaviors and utter-
ances back to the agent behavior planner which integrates
them into the final behavior specifications. These typically
include a variety of non-deictic actions and utterances as well.
The behavior planner then passes the specifications to the pre-
sentation engine, which extracts the relevant behaviors from
the behavior space, cues them up, and orchestrates the agent’s
actions and speech in the environment.

Ambiguity Appraisal
For each utterance in the evolving explanation plan that makes
a reference to an object in the environment, the explanation
planner invokes the deictic system. Deictic decisions depend
critically on an accurate assessment of the discourse context in
which the reference will be communicated. To correctly plan
the agent’s gestures, movements, and utterances, the deictic
system determines whether the situation has the potential for
ambiguity within the current explanation.2

Because focus indicates the prominence of the referent at
the current juncture in the explanation, the deictic system
uses focus as the primary predictor of ambiguity: potentially

2This initial phase of ambiguity assessment considers only discourse
issues; spatial considerations are handled in the following two phases.



ambiguous situations can be combatted by combinations of
gesture and locomotion.

A referent R has the potential for ambiguity if it is currently
not in focus or it is in focus but is one of multiple objects
in focus. To determine if the referent is in focus, the deictic
system examines the evolving explanation plan and inspects
it for previous deictic references to R. Suppose the explana-
tion planner is currently planning utterance Ui. It examines
utterances Ui�1 and Ui�2 for preceding deictic references to
R. There are three cases:

� Novel Reference: If the explanation planner locates no
decitic reference to R in Ui�1 or Ui�2,then R is ambigu-
ous, and is therefore deserving of greater deictic emphasis.
For example, if a student interacting with the INTERNET
ADVISOR chooses to send a packet to a particular router
which does not lie along the optimal path to the packet’s
destination, Cosmo interrupts the student and makes an ini-
tial reference to that router. He should therefore provide a
proper introduction to the referent.

� Unique Focus: If the explanation planner locates a refer-
ence toR inUi�1 andUi�2 but not to other entities, thenR
has already been introduced and the potential for ambiguity
is less. For example, when Cosmo’s explanation consists
of multiple utterances about a particular router, a reference
to that router will be in unique focus. Consequently, the
need for special deictic treatment is less.

� Multiple Foci: If the explanation planner locates a reference
to R but also to other entities in Ui�1 and Ui�2, then the
situation is potentially ambiguous. For example, if Cosmo
points to one router and subsequently points to another
which the student has just selected, but he now needs to
refer to the first router again for purposes of comparison,
multiple referents are in focus and he should therefore take
precautions against making an ambiguous reference.

The result of this determination is recorded for use in the
following two phases.

Gesture and Locomotion Planning

When potential ambiguities arise, endowing the agent with
the ability to point and move to objects to which it will be
referring enables it to improve its clarity of reference. The
deictic system plans two types of physical behaviors: gestures
and locomotion. In each case, it first determines whether a
behavior of that type is warranted. If so, it then computes
the behavior. To determine whether the agent should exhibit
a pointing gesture to physically designate the referent within
the environment, the behavior planner inspects the conclusion
of the ambiguity computation in the previous phase. If the
referent was deemed ambiguous or potentially ambiguous,
the system will plan a pointing gesture for the agent.

In addition to pointing, the agent can also move from one
location to another to clarify a deictic reference which other-
wise might be ambiguous. If the referent has been determined
to be unambiguous, i.e., it is in a unique focus, the agent will
remain stationary.3 In contrast, if the referent is ambiguous,

3More precisely, the agent will not perform a locomotive behavior. In
fact, for purposes of believability, the agent is always in motion, performing
actions such as an “anti-gravity” bobbing motion.

i.e., if it is a novel reference, the deictic system instructs the
agent to move towards the object specified by the referent as
the agent points at it. For example, if Cosmo is discussing
a router which has not been previously mentioned in the last
two utterances, he will move to that router as he points to it.
If the referent is potentially ambiguous, i.e., it is a reference
to one of the concurrently active foci, then the Deictic Planer
must decide if locomotion is needed. If no locomotion is
needed, the agent will point at R without moving towards it.
In contrast, if any of the following three conditions hold, the
agent will move towards R as it points:

� Multiple Proximal Foci: If the object specified byR is near
another object that is also in focus, the agent will move
to the object specified by R. For example, if two nearby
routers are being compared, Cosmo will move to the router
to which he is referring to ensure that his reference is clear.

� Multiple Proximal Similarity: Associated with each object
is an ontological category. If the object specified by R is
near other objects of the same category, the agent will move
to the object specified by R. For example, if Cosmo were
referring to a router and there were several routers nearby,
he would move to the intended router.

� Diminutiveness: If the object specified by R is unusually
small, the agent will move to the object specified by R.
Small objects are labeled as such in the world model. For
example, many interface control buttons are relatively small
compared to objects in the environment. If Cosmo needs to
make a clear reference to one of them, he will move toward
that button.

Once a sequence of gestures and possible locomotions are
computed, the sequence is returned to the interaction man-
ager which determines the direction the agent needs to point.
To enable the agent to correctly point to the object speci-
fied by the referent, the interaction manager first consults the
world model. It obtains the location of the agent (LA) and the
referent (LR) in the environment. It then determines relative
orientation of the vector from (LA) to (LR). For example,
Cosmo might be hovering in the upper right-hand corner of
the environment and need to point to a router in the lower
left-hand corner. In this case, he will point down and to the
left towards the router. The interaction manager must also
decide whether or not the agent really needs to move based
on his current location. If the deictic system determines that
locomotion is called for, the interaction manager must first
determine if the agent is already near the object, which would
obviate the need for moving towards it. Nearness of two ob-
jects is computed by measuring the distance between them
and ascertaining whether it is less than a proximity bound. If
the distance between the agent and the intended object is less
than the proximity bound, then there is no need for the agent
to move because it can already clearly point to the object, and
so it will remain in its current position. If locomotion is ap-
propriate, the system computes a direct motion path from the
agent’s current location to the object specified by R. Finally,
so that the pointing will be performed en route, it computes a
rate of locomotion so that the duration of the pointing action
will complete when the agent reaches the object.



Deictic Referring Expression Planning

To effectively communicate the intended reference, the de-
ictic system must combine gesture, locomotion, and speech.
Having completed gesture and locomotion planning, the de-
ictic planner turns to speech. To determine an appropriate
referring expression for the agent to speak as it performs
the deictic gestures and locomotion, the deictic system first
examines the results of the ambiguity appraisal. If it was
determined that R is in a unique focus, there is no potential
for ambiguity because R has already been introduced and no
other entities are competing for the student’s attention. It is
therefore introduced with a simple referring expression using
techniques similar to outlined in [5], e.g., “the router” or “it”
will be pronominalized.

In contrast, if R is ambiguous or potentially ambiguous, i.e.
R is a novel reference or is one of multiple foci, the deic-
tic planner makes three assessments: (1) it determines the
demonstrative category called for by the current situation;
(2) it examines the ontological type of R and the other active
foci; and (3) it considers the number ofR. First, it categorizes
the situation into one of two deictic families:

� Proximal Demonstratives: If the deictic planner deter-
mined that the agent must move to R or that it would
have moved toR if it were not already near R, then employ
a proximal demonstrative such as “this” or “these.”

� Non-Proximal Demonstratives: If the deictic planner deter-
mined thatRwas not nearby but that the agent did not need
to move to R, then employ a non-proximal demonstrative
such as “that” or “those.”

Second, after it has determined which of the demonstrative
categories to use, the deictic planner narrows its selection fur-
ther by considering the ontological type ofR and the previous
two utterances in the evolving explanation plan. IfR belongs
to the same ontological type as the other entities which are
in focus, then the deictic planner selects the phrase, “This
one : : : .” For example, suppose the system has determined
that a proximal demonstrative should be used and that the
preceding utterance referred to one router, e.g., “This router
has more traffic.” To refer to a second router in the current
utterance, rather than saying, “This router has less traffic,” it
will say, “This one has less traffic.”

Finally, it uses the number of R to make the final lexical
choice. If R is singular, it uses “this” for proximal demon-
stratives and “that” for non-proximals. If R is plural, it uses
“these” and “those.” The final referring expression, as well as
the selected gestures and locomotive actions, are then passed
to the behavior planner, which integrates them into the other
speech and behaviors and passes them to the interaction man-
ager’s presentation engine in the order in which the agent
should exhibit them. The agent’s combined behaviors are
then sequenced in realtime, providing a convincing illusion
of a sentient being delivering advice that integrates life-like
locomotion, gesture, and speech.

AN IMPLEMENTED LIFE-LIKE ANIMATED PEDA-
GOGICAL AGENT

Cosmo (Figure 1) is a realtime implementation of a life-like
animated agent that inhabits the INTERNET ADVISOR learn-

ing environment.4 He has a head with movable antennae
and expressive blinking eyes, arms with bendable elbows,
hands with a large number of independent joints, and a body
with an accordion-like torso. His speech was supplied by a
voice actor. Cosmo, as well as the routers and subnets in
the virtual Internet world, were modeled and rendered in 3D
on SGIs with Alias/Wavefront. The resulting bitmaps were
subsequently post-edited with Photoshop and AfterEffects on
Macintoshes and transferred to PCs where users interact with
them in a 2 1

2 D environment. Cosmo can perform a variety of
behaviors including locomotion, pointing, blinking, leaning,
clapping, and raising and bending his antennae. His verbal
behaviors include 200 utterances ranging in duration from
1–20 seconds.

Life-like Behavior Sequencing in Cosmo

Cosmo’s behavior planner operates according to the coherence-
based behavior sequencing framework for animated pedagog-
ical agents [16].5 Applying this framework to create an agent
entails constructing a behavior space, imposing a coherence
structure on it, and developing a behavior sequencing engine
that dynamically selects and assembles behaviors. Given a
request to explain a concept or to provide a hint, the behav-
ior planner selects the explanatory content by examining the
curriculum information network (a partially ordered struc-
ture of topics and skills) and the user model (a representation
of the individual problem-solving skills previously demon-
strated by the user). Explanatory content is determined in
large part by the current problem state, which includes both
the logical state of the problem and the student’s proposed
solution. Problems in the INTERNET ADVISOR are defined
by factors such as the current packet’s destination address,
subnet type, IP numbers for the computers and routers on the
current subnet, and network congestion.

When invoked, the explanation planner first consults the
knowledge sources noted above to select a sequence of com-
municative acts. These acts include

� State-Correct: Provides information about the factors of
the student’s selection which were correct, e.g., showing
which fields of an address match.

� Cause: Poses a question to the student with regards to
what would happen if her choice were implemented.

� Effect: Answers the question just posed by the agent in
the Cause utterance with regards to the current problem,
e.g., telling the student that the packet will move through
the network slowly.

� Rationale: Gives detail on why the student’s choice was
incorrect, e.g. showing the student that the current subnet
is highly congested.

� Give-Background: Provides foundational information about
entities in the domain, e.g., an explanation of a router’s
function.

4Cosmo and the INTERNET ADVISOR environment are implemented in
C++ and employ the Microsoft Game Software Developer’s Kit (SDK).
Cosmo’s behaviors run at 15 frames/second with 16 bits/pixel color on a
Pentium Pro 200 Mhz PC with 64 MB of RAM.

5This framework was originally developed for the “Herman the Bug”
agent who inhabits the DESIGN-A-PLANT design-centered learning environ-
ment [9].



� Assistance: Gives a hint, e.g. to try a subnet with lower
traffic.

To facilitate the student’s acquisition of problem-solving skills,
the explanation planner frequently supplies relevant causal-
ity knowledge when the student requests advice, as well as
justifications for its suggestions.

Cosmo remains onscreen at all times throughout problem-
solving sessions to accompany students on their journeys
through the Internet. He remains alive by blinking, per-
forming his “anti-gravity” bobbing action, and occasionally
leaning on one of the routers. When the student fails to take
an action for an extended period of time or commits an error
by making an incorrect or sub-optimal routing decision, the
action interpreter invokes the explanation planner, which in
turn invokes the deictic planner. Together, the explanation
planner and deictic planner specify a series of utterances and
actions that Cosmo should perform. These are passed to the
interaction manager, which extracts the specified movements,
gestures, and utterances from the behavior space and enables
Cosmo to exhibit them. Each individual frame of every se-
lected behavior is positioned and displayed in the environ-
ment according to the motion path specifications constructed
by the interaction manager. The net effect of realtime behav-
ior planning is the dynamic creation of a helpful, somewhat
whimsical onscreen persona with a convincing presence.

Presenting Realtime Advice: An Example

To illustrate how the agent behavior planner produces deictic
gestures, motion, and verbal advice as it provides problem-
solving assistance in realtime, consider the following situa-
tion in an INTERNET ADVISOR learning session. Suppose a
student has just routed her packet to a fiber optic subnet with
low traffic. She surveys the connected subnets and selects a
router which she believes will advance it one step closer to
the packet’s intended destination. Although she has chosen a
reasonable subnet, it is suboptimal because of non-matching
addresses, which will slow her packet’s progress. She has
made multiple mistakes on address resolution already, and so
the explanation is somewhat detailed. The behavior planner
selects behaviors with the following communicative acts:

� State-Correct: The action interpreter determines that the
agent should interject advice and invokes the deictic plan-
ner. Because no referents are in focus, Cosmo moves to-
wards and points at the onscreen subnet information and
says, “You chose the fastest subnet.”

� State-Correct: Cosmo then tells the student that the choice
of a low traffic subnet was also a good one. Because the
amount of traffic is not in focus, Cosmo moves to the on-
screen congestion information and points to it. However,
because he had mentioned the subnet in the previous utter-
ance, he refers to the subnet as “it” and says, “Also, it has
low traffic. Fabulous!”

� Cause: Cosmo wants the student to rethink her choice, so
he scratches his head and poses the question, “But more
importantly, if we sent the packet here, what will happen?”

� Effect: Cosmo tells the student of the ill-effect of chosing
that router, and saying dejectedly, “If that were the case,
we see it doesn’t arrive at the right place.”

� Rationale: To give a reason why the packet won’t arrive
at the right place, he adds, “This computer has no parts of
the address matching.” This utterance is coupled with a
pointing action to the chosen computer since it was not in
focus.

� Background: To emphasize the previous point, the expla-
nation planner choses a background utterance. “Addresses
are used by networked computers to tell each other apart.”

� Assistance: Finally, Cosmo assists the student by making
a suggestion on what to do next. He knows where the
correct computer is located, and therefore he points to that
location (since it was not in focus) and states, “We want
to chose a router on the subnet with the best matching
address.”

EVALUATION

To gauge the effectiveness of the spatial deixis framework for
deictic believability in animated pedagogical agents, a focus
group study was conducted with students interacting with
Cosmo and the INTERNET ADVISOR learning environment.
The exploratory study was designed to investigate (1) how
well the spatial deixis approach produces explanations that
are clear and helpful and (2) how an agent-based approach to
deixis in learning environments compares with a non-agent-
based approach. The subjects of the study were 7 men and
3 women. To obtain a broad spectrum of responses, subjects
with a broad range of ages (14–54) were chosen. On average,
each subject interacted with the INTERNET ADVISOR for 30
minutes.

Subjects interacted with two different versions of the INTER-
NET ADVISOR. In the first version, as students solved Inter-
net routing problems, the agent’s behavior planner selected
and coordinated locomotive, gestural, and speech behaviors
according to the method described above. In the second
version, students solved the same type of internet routing
problems, but rather than interacting with an agent, they in-
teracted with an “agent-less” version of the system. In the
agent-less version, a voice spoke the same advice as in the
agent-based version, but deictic gesture and locomotion were
absent. To compensate for these missing functionalities, the
system flashed a blinking red line under the referent in the
environment. To avoid an ordering bias, approximately half
the subjects experienced the agent-based system first, and the
other half experienced the agent-less system first.

Results of the study suggest that the spatial deixis framework
produces clear explanations. Most participants understood
the agents advice most of the time. Although some wished it
were less dramatic and suggested alternative organizations for
the advice, its clarity was positively received. Subject unani-
mously preferred the agent-based version over the agent-less
version. Some suggested that a combination of agent gestures
with the blinking indicators might be more effective than ei-
ther in isolation. In general, especially given the age of the
subjects, the agent’s motivating role was surprisingly strong.

CONCLUSION

Because of their strong life-like presence, animated peda-
gogical agents can capture students’ imaginations and play a
critical motivational role in keeping them deeply engaged in



a learning environment’s activities. Believability is a key fea-
ture of life-like pedagogical agents, and deictic believability
is an important characteristic for animated agents that inhabit
artificial worlds. To dynamically sequence animated peda-
gogical agents in a manner that promotes deictic believability,
we have designed the spatial deixis framework for planning
gesture, locomotion, and speech. This framework has been
used to implement Cosmo, a life-like animated agent for a
testbed learning environment.

In this framework, an agent behavior planner evaluates po-
tential ambiguities and exploits a world model representing
positionand orientation in the virtualworld to plan the agent’s
deictic actions and utterances. To do so, it first examines the
evolving discourse plan to ascertain the focus status of the
referent. It then inspects the world model to determine the
referent’s proximity to similar objects and to the agent it-
self. In this manner, it determines whether to move and
point to the referent and what type of demonstrative utter-
ance the agent should use to indicate it. Finally, the behavior
planner integrates the gestures, locomotion, and speech into a
communicative acts specification that produces a sequence of
utterances and actions that are unambiguous and believable.
The net result of the behavior planning is a life-like character
who provides clear problem-solving advice in realtime with
a strong visual presence.

This work represents a promising first step towards the goal of
creating enchanting life-like characters for learning environ-
ments. Perhaps the greatest challenges ahead lie in creating
a full-scale learning environment that extends believability
(deictic and other aspects) to accommodate rich conversa-
tional contexts and 3D learning environments. Although the
INTERNET ADVISOR is currently a prototype, plans for fielding
a full-scale 3D learning environment are currently underway.
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