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Abstract. Recent years have seen a growing recognition of the central role of 
affect and motivation in learning. In particular, nonverbal behaviors such as 
posture and gesture provide key channels signaling affective and motivational 
states. Developing a clear understanding of these mechanisms will inform the 
development of personalized learning environments that promote successful af-
fective and motivational outcomes. This paper investigates posture and gesture 
in computer-mediated tutorial dialogue using automated techniques to track 
posture and hand-to-face gestures. Annotated dialogue transcripts were ana-
lyzed to identify the relationships between student posture, student gesture, and 
tutor and student dialogue. The results indicate that posture and hand-to-face 
gestures are significantly associated with particular tutorial dialogue moves. 
Additionally, two-hands-to-face gestures occurred significantly more frequently 
among students with low self-efficacy. The results shed light on the cognitive-
affective mechanisms that underlie these nonverbal behaviors. Collectively, the 
findings provide insight into the interdependencies among tutorial dialogue, 
posture, and gesture, revealing a new avenue for automated tracking of embod-
ied affect during learning. 
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1 Introduction 

Recent years have seen a growing recognition of the central role of affect and motiva-
tion in learning. In particular, nonverbal behaviors such as posture and gesture pro-
vide key channels signaling affective and motivational states. Insights into how sys-
tems may leverage these nonverbal behaviors for intelligent interaction are offered by 
a growing body of literature [1–5]. Within the intelligent tutoring systems literature, 
nonverbal behaviors have been linked to cognitive-affective states that impact learn-
ing [6–8].  



A rich body of work has explored the moment-by-moment effects of these learn-
ing-centered affective states. Numerous techniques and tools have been applied to 
recognize affect, including human judgments [6, 9], computer vision techniques [4, 9, 
10], sensors [11], and speech [8]. There has even been work toward identifying affect 
in the absence of rich data streams, instead using interaction log data [12]. The abun-
dant utility of these techniques has been illustrated by their use in a number of affec-
tively adaptive tutoring systems [7, 8].  

Although there has been substantial progress toward integrating affective data 
streams into intelligent learning environments, the field does not yet have a clear un-
derstanding of affective expression across multiple modalities. Some modalities, such 
as facial expression, are relatively well-explored [1, 3], while others are subjects of 
significant active research. For instance, posture has been used as an affective feature 
in multiple systems, but interpretation of postural movements is very complex [2, 9]. 
Early work focused on postural movement as a signal; for example, pressure-sensitive 
chairs have long been used for fine-grained measurement of posture [7, 13]. Early 
studies of posture have indicated that the signal is involved in numerous cognitive-
affective states, such as boredom, focus, and frustration [7, 13]. Over the years, a 
replicated result in analyses of postural movement has arisen: increases in postural 
movement are linked with negative affect or disengagement [6, 7, 9, 14, 15]. There 
have also been recent developments in techniques for tracking postural movement. 
Posture can now be tracked in both two-dimensional [9, 14] and three-dimensional 
video [15] using computer vision. These computer vision-based approaches have the 
advantage of directly identifying postural components such as body lean angle and 
slouch factor [14] that were indirectly measured in the signals from pressure-sensitive 
chairs. 

In contrast to posture, affective gestural displays have recently begun to be investi-
gated. There is abundant cultural and anecdotal evidence for the importance of ges-
tures [16], yet empirical research results on the cognitive-affective states underlying 
gesture are sparse. A system trained on acted expressions of cognitive-affective states 
relied on combinations of facial expression and gesture features [4], with meaning 
ascribed by human judges. Gestures have also been tangentially reported on in the 
intelligent tutoring systems community [6, 7, 17], but other phenomena were the pri-
mary focus of those studies. A recent study investigated different categories of hand-
over-face gestures, with the researchers providing possible interpretations ranging 
over cognitive-affective states such as thinking, frustration, or boredom [5]. More 
recently, a hand-to-face gesture tracking algorithm was developed using the Kinect 
depth camera [15]. This algorithm distinguishes between one or two hands contacting 
the lower face. Initial analyses of these hand-to-face gestures indicated that one-hand-
to-face gestures may be associated with less negative affect, while two-hands-to-face 
gestures may be indicative of reduced focus [15].  

This paper presents an analysis of posture and gesture within computer-mediated 
textual tutorial dialogue. Utilizing automated algorithms that measure postural quanti-
ty of motion, one-hand-to-face gestures, and two-hands-to-face gestures, we examine 
the interdependencies between dialogue acts and student posture and gesture in order 
to identify ways in which the nonverbal behaviors may influence or be influenced by 



dialogue. Additionally, we report groupwise differences in nonverbal behavior dis-
plays, finding that students with lower self-efficacy tend to produce more two-hands-
to-face gestures. We discuss the implications of these findings as a step toward under-
standing the embodied affect that intertwines with tutorial dialogue.  

2 Corpus Annotation and Nonverbal Behavior Tracking 

The corpus consists of computer-mediated tutorial dialogue for introductory computer 
science. Students (N=42) and tutors interacted through a web-based interface that 
provided learning tasks, an interface for computer programming, and textual dialogue. 
The participants were university students in the United States, with average age of 
18.5 years (stdev=1.5). The students voluntarily participated for course credit in an 
introductory engineering course, with no computer science knowledge required. Sub-
stantial self-reported prior programming experience was an exclusion criterion. Each 
student was paired with a tutor for a total of six sessions on different days, limited to 
forty minutes each session. Recordings of the sessions included database logs, 
webcam video, skin conductance, and Kinect depth video. The Kinect recording rate 
was set to approximately 8 frames per second to reduce storage requirements. The 
student workstation configuration and tutoring interface are shown in Figure 1. 

 

  
Figure 1. JavaTutor student workstation and tutoring interface 

Prior to the first session, students completed a main pretest and pre-survey, which 
included an instrument for domain-specific self-efficacy (six Likert-scale items 
adapted from [18]). Before each session, students completed a content-based pretest. 
After each session, students answered a post-session survey and posttest (identical to 
the pretest). This paper presents analyses of data from the first session. 

Dialogue acts were annotated using a parallel coding scheme that was applied to 
both tutor and student utterances. The coding scheme used here is an update to a prior 
task-oriented dialogue annotation scheme [19]. Three annotators tagged a subset of 
the corpus (N=36). Fourteen percent of these annotated sessions were doubly annotat-
ed, with a resulting average agreement across dialogue acts of Cohen’s κ=0.73. The 
dialogue act tags and frequencies in the corpus are shown in Table 1. 



Table 1. Dialogue act tags ordered by frequency in the corpus (S=student, T=tutor) 

Act Example Tutor Utterances S T 
STATEMENT “java does things in the order you say.” 282 1255 
QUESTION “Any questions so far?” 213 630 
POSITIVE FEEDBACK “great debugging!” 2 539 
DIRECTIVE “change that in all three places” - 252 
HINT “it is missing a semicolon.” - 223 
ANSWER “yes, now line 1 is a comment.” 547 162 
ACKNOWLEDGMENT “alright” “okay” “Yes” 323 68 
LUKEWARM FEEDBACK “Right, nearly there” - 32 
NEGATIVE FEEDBACK “no” ”nope”  - 19 
CORRECTION Repairing a prior utterance: “*can use” 11 15 
REQUEST CONFIRMATION “Make sense?” “okay?” 6 14 
OTHER “LOL” 11 6 
REQUEST FOR FEEDBACK “How does that look?” 11 1 

 
Recently developed posture and gesture tracking techniques were applied to the 

recorded Kinect depth images. The posture tracking algorithm compares depth pixels 
in three regions at the center of the depth image (head, mid torso, and lower torso) 
and selects depth pixel distances representative of each region. The gesture detection 
algorithm performs a surface propagation across the head and connected surfaces to 
identify hand-to-face gestures. The posture tracking algorithm was previously evalu-
ated to be 92.4% accurate, while gesture tracking was found to be 92.6% accurate 
[15]. The tracking algorithms were run on all sessions, but four sessions had no Ki-
nect recordings due to human error (N=38). The combined corpus of dialogue acts 
and nonverbal tracking data contains 32 sessions. Sample output of posture and ges-
ture tracking is shown in Figure 2. 

 

   
Figure 2. Tracked gestures (one-hand-to-face, two-hands-to-face) and posture 

The posture tracking values were converted into a “postural shift” feature, a dis-
crete representation of quantity of motion [14]. Postural shifts were identified through 
tracked head distances as follows. The median head distance of students at each 
workstation was selected as the “center” postural position. Distances at one standard 
deviation (or more) closer or farther than “center” were labeled as “near” or “far,” 
respectively. Postural shifts were labeled when a student moved from one positional 



category to another (e.g., from “near” to “center”). Both postural shift and gesture 
events were smoothed by removing those with duration of less than one second. This 
smoothing mitigated the problem of jitter at decision boundaries (e.g., slight move-
ments at the boundary between “center” and “far” postural positions that cause rapid 
swapping of both labels). The nonverbal behaviors will hereafter be referenced with 
the labels ONEHAND, TWOHANDS, and PSHIFT.  

3 Tutorial Dialogue and Nonverbal Behavior 

Tutorial dialogue and nonverbal behavior have both been extensively examined sepa-
rately from each other, but there are few investigations of their interactions [20]. We 
focused on a series of analyses to identify co-dependencies between tutorial dialogue 
and nonverbal behavior. First, we ran a series of comparisons between overall dia-
logue act frequencies and dialogue act frequencies conditioned on presence of non-
verbal displays. Then, a series of groupwise comparisons identified whether differ-
ences existed between students based on gender, prior knowledge, and domain-
specific self-efficacy. Statistically significant results are shown in bold. 

The first analyses consider the frequency of dialogue acts given that a nonverbal 
behavior occurred either before or after a dialogue act. An empirically determined 
fifteen-second interval was used to tabulate occurrence of nonverbal behavior events 
both before and after dialogue acts. The frequencies were normalized for individuals 
and averaged across the corpus. Thus, the values shown in the analyses below are 
average relative frequencies. Dialogue acts with overall average relative frequency 
below 1% were excluded from the analyses. 

The analyses of student dialogue acts consider two situations for each nonverbal 
behavior. The first examines student dialogue acts given that a nonverbal behavior 
occurred prior to a dialogue act. This may show how student dialogue moves are af-
fected by the nonverbal behaviors. The second situation considers student dialogue 
acts given that a nonverbal behavior followed. This represents differences in how a 
student proceeded following their own dialogue act. In both situations, the nonverbal 
context may provide insight into the dialogue.  

The analyses of student dialogue acts conditioned on prior ONEHAND events re-
vealed a statistically significantly lower frequency of student QUESTIONS following 
ONEHAND gestures. There was also a trend of more student answers following 
ONEHAND gestures (Table 2).  

Table 2. Analyses of student dialogue acts preceded by ONEHAND gesture 

Student  
Dialogue Act 

Relative Freq. of 
Stud. Act (stdev) 

Rel. Freq. of Stud. Act 
with ONEHAND Prior 
(stdev) 

p-value  
(paired t-test, two-
tailed, N=30) 

ANSWER 0.42 (0.16) 0.50 (0.27) 0.114 
ACKNOWLEDGMENT 0.22 (0.08) 0.22 (0.23) 0.878 
QUESTION 0.14 (0.09) 0.08 (0.16) 0.048 
STATEMENT 0.18 (0.09) 0.18 (0.22) 0.896 



The analyses of student dialogue acts followed by PSHIFT events showed a statistical-
ly significant lower frequency of student questions followed by PSHIFT (Table 3). 

Table 3. Analyses of student dialogue acts followed by PSHIFT postural event 

Student  
Dialogue Act 

Relative Freq. of 
Stud. Act (stdev) 

Rel. Freq. of Stud. Act 
Followed by PSHIFT 
(stdev) 

p-value  
(paired t-test, two-
tailed, N=24) 

ANSWER 0.40 (0.13) 0.43 (0.33) 0.649 
ACKNOWLEDGMENT 0.23 (0.09) 0.29 (0.29) 0.296 
QUESTION 0.15 (0.09) 0.08 (0.12) 0.019 
STATEMENT 0.20 (0.11) 0.16 (0.20) 0.246 

 
The analyses of tutor dialogue acts are conditioned on student nonverbal behaviors 
present after a tutor move, which may show how students reacted to tutor moves. The 
analyses of tutor dialogue acts followed by posture identified statistically significant 
lower frequencies of tutor DIRECTIVEs and tutor POSITIVE FEEDBACK followed by 
PSHIFT (Table 4). The analyses of tutor dialogue acts followed by TWOHANDS re-
vealed statistically significant lower frequencies of tutor ANSWERs and tutor DIREC-
TIVEs followed by TWOHANDS (Table 5). Additionally, there was a trend of greater 
frequency of questions followed by TWOHANDS. 

Table 4. Analyses of tutor dialogue acts followed by PSHIFT postural event 

Tutor  
Dialogue Act 

Relative Freq. of 
Tutor Act (stdev) 

Rel. Freq. of Tutor 
Act Followed by 
PSHIFT (stdev) 

p-value  
(paired t-test, two-
tailed,  N=24) 

ANSWER 0.04 (0.03) 0.04 (0.07) 0.722 
ACKNOWLEDGMENT 0.03 (0.03) 0.06 (0.13) 0.162 
DIRECTIVE 0.08 (0.04) 0.05 (0.06) 0.012 
HINT 0.07 (0.05) 0.11 (0.20) 0.350 
POSITIVE FDBK 0.18 (0.05) 0.13 (0.10) 0.033 
QUESTION 0.21 (0.07) 0.26 (0.24) 0.359 
STATEMENT 0.36 (0.10) 0.32 (0.23) 0.419 

Table 5. Analyses of tutor dialogue acts followed by TWOHANDS gesture 

Tutor  
Dialogue Act 

Relative Freq. of 
Tutor Act (stdev) 

Rel. Freq. of Tutor 
Act Followed by 
TWOHANDS (stdev) 

p-value  
(paired t-test, two-
tailed,  N=23) 

ANSWER 0.05 (0.03) 0.01 (0.03) <0.001 
ACKNOWLEDGMENT 0.03 (0.03) 0.01 (0.04) 0.258 
DIRECTIVE 0.08 (0.03) 0.03 (0.05) <0.001 
HINT 0.06 (0.05) 0.04 (0.11) 0.382 
POSITIVE FDBK 0.18 (0.05) 0.21 (0.18) 0.524 
QUESTION 0.19 (0.07) 0.26 (0.25) 0.135 
STATEMENT 0.39 (0.09) 0.39 (0.30) 0.977 



The primary focus of the above analyses was to investigate the relationships be-
tween tutorial dialogue and student nonverbal behaviors. However, the broader nature 
of nonverbal behavior in tutoring can be explored through analyses conditioned upon 
student characteristics. For this purpose, three groupwise analyses were conducted to 
examine gender and domain-specific self-efficacy. First, students were grouped into 
categories of male (N=28) and female (N=10). Comparisons of PSHIFT, ONEHAND, 
and TWOHANDS yielded no significant differences (t-tests with unequal variance, two-
tailed). Second, students were grouped through a median split on pretest score, with 
high prior knowledge (N=19) and low prior knowledge (N=19). Comparisons of 
PSHIFT, ONEHAND, and TWOHANDS yielded no significant differences (t-tests with 
unequal variance, two-tailed). Finally, a median split on domain-specific self-efficacy 
was performed to create groups of high self-efficacy (N=19) and low self-efficacy 
(N=19). No differences were found in ONEHAND or PSHIFT across the groups (t-tests 
with unequal variance, two-tailed). However, students who reported low self-efficacy 
were found to display more TWOHANDS gestures (t-test with unequal variance, two-
tailed). Students in the low self-efficacy group had an average of 0.53 TWOHANDS 
displays per minute (N=19, stdev=0.52), while the high self-efficacy group had an 
average of 0.20 TWOHANDS displays per minute (N=19, stdev=0.34). This result was 
statistically significant with p=0.029. 

4 Discussion 

The hand-to-face gestures examined here are in a class different from those involved 
in social conversation and face-to-face tutoring. In face-to-face interaction, social 
communication guides the nonverbal interaction [16]. Objects in the surrounding 
environment and spoken concepts form a common substrate that is referenced in con-
versational gestures. In the case of computer-mediated tutoring, social displays are 
greatly reduced [15]. Thus, hand-to-face gestures may be more representative of the 
cognitive-affective states that accompany them compared to communicative or social 
gestures. 

One-hand-to-face gestures are often thought of as embodiments of a thoughtful 
state.1 Here, student questions were found to be less frequent following a one-hand-
to-face gesture. It may be that students who presented one-hand-to-face gestures had 
fewer questions to ask. Only fifteen percent of one-hand-to-face gestures occurred 
before student utterances. Additionally, one-hand-to-face gestures most frequently 
occurred before student answers. Students are likely to think before providing an an-
swer and in work on task outside of the dialogue. The occurrence of one-hand-to-face 
gestures coincides with both of these thought-provoking events. Thus, our corpus 
supports interpretation of one-hand-to-face gestures as a nonverbal behavior with an 
underlying thoughtful state. 

The groupwise self-efficacy analysis presented here showed that students with 
lower self-efficacy tend to produce more two-hands-to-face gestures. Coupled with a 

                                                             
1 One such gesture has even been cast in bronze as a timeless exemplar, “The Thinker.” 



prior result [15] that found two-hands-to-face gestures to be negatively correlated 
with focus, a picture emerges of this gesture as an embodiment of reduced focus and 
lower confidence. Here, tutor answers and tutor directives were less likely to be fol-
lowed by two-hands-to-face displays. This appears to indicate that students were more 
focused after these tutor moves. Both tutor answers and directives provide responsive 
instruction to the student. In the case of answers, the student would have asked a 
question, and thus would be attentively waiting for the tutor’s answer. With direc-
tives, the tutor is supplying the student with direct task solution steps that the student 
must then act upon. The interface did not allow tutors to edit students’ computer pro-
gramming code, so tutor directives imply subsequent student work. 

Postural shifts have been linked with disengagement or negative affect. Studies in 
different contexts agree: whether it is a child playing a game with a robot [14] or a 
student interacting with a tutoring system [6, 7, 9], postural shifting has repeatedly 
been shown to co-occur with disengaged or negative cognitive-affective states. Thus, 
the postural shifts examined in these analyses most likely indicate a disengaged affec-
tive state. In this case, we find that less disengagement followed student questions, 
tutor answers, and tutor positive feedback. Each of these dialogue acts is directly re-
lated to collaborative tutorial interaction in which the student is more likely to be 
engaged. In the case of student questions and tutor answers, the student has posed the 
question and subsequently received a response. The student clearly plays an active 
role in this pattern, so it is not surprising that their body reflects this. With tutor posi-
tive feedback, the tutor has praised the student for completing a sub-task. The student 
was actively engaged in the computer programming task, so this result shows that 
both the student’s body and tutor praise reflect the student’s engagement.  

4.1 Limitations 

As noted in [5], there are many variants of hand-to-face and hand-over-face gestures. 
The hand-to-face gestures tracked here consider contact between hands and the lower 
face, without more detail as to how the hand is touching the face (e.g., the difference 
between holding one’s chin and leaning on the palm of a hand). Additionally, tem-
poral characteristics of these gestures may be important. An individual may stroke his 
or her chin, as opposed to resting on a hand. Thus, the present analyses aggregate an 
array of more specific gestures into categories of one-hand-to-face or two-hands-to-
face. Further development efforts are needed to provide tracking algorithms that dis-
tinguish between the spatiotemporal subtleties of hand and face [2]. 

5 Conclusion 

Posture and gesture are fundamental components of embodied affect, with ties to 
cognitive-affective states that may help or hinder learning. Posture and gesture in 
computer-mediated tutorial dialogue were investigated using automated techniques to 
track posture and hand-to-face gestures. Annotated dialogue transcripts were analyzed 
to identify the relationships between student posture, student gesture, and tutor and 



student dialogue. The results indicate that posture and hand-to-face gestures are sig-
nificantly associated with student questions, tutor answers, tutor directives and tutor 
positive feedback. Additionally, two-hands-to-face gestures occurred significantly 
more frequently among students with low self-efficacy. The results shed light on the 
cognitive-affective mechanisms that underlie these nonverbal behaviors. Collectively, 
the findings provide novel insight into the interdependencies among tutorial dialogue, 
posture, and gesture, revealing a new avenue for automated tracking of embodied 
affect during learning. 

An important emerging trend in intelligent tutoring systems research is that models 
of nonverbal behaviors are gradually being integrated into runtime diagnostic models. 
Gesture is a particularly promising modality for informing runtime behavior of tutor-
ing. Gesture and posture constitute key components of a holistic model of nonverbal 
behavior and embodied affect during learning. Together, they provide a basis for the 
next generation of affect-informed personalized learning technologies. 
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