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ABSTRACT 
Knowledge assessment instruments, or tests, are commonly 
created by faculty in classroom settings to measure student 
knowledge and skill. Another crucial role for assessment 
instruments is in gauging student learning in response to a 
computer science education research project, or intervention. In an 
increasingly interdisciplinary landscape, it is crucial to validate 
knowledge assessment instruments, yet developing and validating 
these tests for computer science poses substantial challenges. This 
paper presents a seven-step approach to designing, iteratively 
refining, and validating knowledge assessment instruments 
designed not to assign grades but to measure the efficacy or 
promise of novel interventions. We also detail how this seven-step 
process is being instantiated within a three-year project to 
implement a game-based learning environment for middle school 
computer science. This paper serves as a practical guide for 
adapting widely accepted psychometric practices to the 
development and validation of computer science knowledge 
assessments to support research.  

Categories and Subject Descriptors 
K.3.2 [Computers & Education]: Computer and Information 
Sciences Education --- Computer Science Education 

General Terms 
Human Factors. 

Keywords 
Computer science education, assessment, middle school. 

1. INTRODUCTION 
Assessing student knowledge is a crucial task across many levels 
of computer science education, as in any discipline. College and 
university faculty are most familiar with tests that they themselves 
author in order to measure their students’ understanding and skill 

in course-related topics. These assessment instruments constitute 
an active area of investigation within the SIGCSE community [16, 
17], and their role is often prominent in assigning student grades. 
Another crucial role for assessment instruments of computer 
science skills and knowledge is within research projects that aim 
to measure the promise or efficacy of interventions [7, 15]. While 
computer science educators and computer science education 
researchers have the expertise to craft assessment items for 
computing skills and concepts, these same educators and 
researchers often do not have formal training in establishing the 
validity (the extent to which a test measures what it is intended to 
measure) and reliability (the consistency of an instrument across 
administrations of that test) of the assessments they create. Only a 
small number of computer science education research projects 
have emphasized these steps [15, 17], and creating assessments is 
challenging for computer science due to the complexity and 
dynamic nature of the content [12]. Yet, in an increasingly 
interdisciplinary research landscape, it is becoming crucial to 
validate assessment instruments on which research findings rely 
[13, 14]. Moreover, developing assessments of student learning is 
an urgent area of need for the relatively young computer science 
education community as it advances toward the ranks of more 
mature disciplines such as physics that have established 
standardized assessments over time. 

The wealth of literature on instrument validation within education, 
psychometrics, and other disciplines is vast. The approaches in 
much of this literature rely upon administering instruments 
repeatedly to the same students, or administering them to many 
hundreds or even thousands of students. These techniques are 
impractical for the vast majority of computer science education 
research projects. This paper presents a practical approach to 
validating knowledge assessment instruments that has been 
developed over several years of collaboration between computer 
scientists, computer science education researchers, educational 
psychologists, and an industrial/organizational psychologist. First, 
we present widely accepted practices for establishing validity and 
reliability of knowledge assessment instruments. Second, we 
describe the application of this approach to the ENGAGE project, a 
computer science education research project focused on 
developing a game-based learning environment for middle school 
computer science. This case study illustrates how, within the 
constraints of a typical research project, and with the availability 
of only a handful of classrooms in which to operate, widely 
accepted practices can be adapted to validate and iteratively refine 
computer science knowledge assessment instruments.  
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2. BACKGROUND 
In psychometrics, to be effective a test must be both valid and 
reliable [2]. Validity refers to the extent to which a test, referred 
to as an instrument, measures what it was intended to measure. 
Validity is of crucial concern when constructing knowledge 
assessment instruments because authors of test items hold 
extensive expertise in the target domain, and the test items that 
these experts write intending to discriminate students’ knowledge 
of a particular concept may, in practice, be testing a different skill. 
There are three primary types of validity: construct, criterion-
related, and content [3]. Establishing construct validity is a 
process of testing and confirming inferences in measurement and 
prediction. This complex form of validation involves investigating 
the relationships between the theoretical variable and the measure 
for both the test and relevant outcomes. This type of validity can 
include a number of advanced statistical techniques to investigate 
each relationship. Alternatively, criterion-related validity is the 
extent to which the test scores correlate with other variables, or 
other related tests, as one would expect. Finally, content validity is 
how well the items, or questions, match the desired variable 
definition based on the opinion of subject matter experts.  

Of the three types of validity, establishing content validity is an 
important step for assessments of educational interventions, and it 
is the most accessible type of validity study to perform in 
computer science education research. While there is no uniformly 
accepted process for establishing content validity, generally the 
steps include creating a panel of experts in the domain of interest 
and providing a structured framework for collecting and analyzing 
the panel’s feedback on the items. Sections 3 and 4 will describe 
this process in more detail.  
Reliability is the consistency of a test’s measurement or the extent 
to which an instrument is free of error [2]. In other words, if an 
individual were given the same test multiple times, assuming there 
was no learning effect between administrations (and no testing 
effect from the instrument itself [11]), that individual would score 
nearly the same every time. However, it is often not practical to 
give the same test multiple times to the same individual; doing so 
requires securing an “empty treatment” control group that does 
not participate in the intervention. Additionally, for K-12 learners 
whose understanding of target computer science concepts could 
be affected by their learning in related subject areas such as 
mathematics, science, and technology, the “no learning effect” 
assumption is called into question. 

There are a number of types of reliability estimates. For example, 
inter-rater reliability is used when two or more trained raters 
independently score a test [8]. This is an appropriate method for 
qualitative items, such as free responses, where scoring the 
responses may be subjective. Another kind of reliability estimate 
is internal consistency, which is based upon the extent to which 
items are correlated within a test itself [5]. If the test being 
developed is multiple-choice, typically a statistical measure called 
Cronbach’s alpha is utilized to establish internal consistency. 
Cronbach’s alpha can be computed using many off-the-shelf 
statistical packages (e.g., SPSS or SAS). In general, a score of 0.7 
and above is desirable to indicate a “sound” test.  

3. PRACTICAL GUIDELINES FOR TEST 
CONSTRUCTION 
The process of constructing an assessment instrument, much like 
the process of building software artifacts, can proceed in many 
different ways depending upon the goals of the project and the 
expertise of the team members. This section presents a seven-

phase process for developing an assessment instrument that can be 
used as both a pre- and post-test, addressing the open need in 
computer science education research for evaluating the strength of 
a given intervention. This process has been created and honed 
within a multi-year collaboration between the authors, a team 
including computer scientists and psychologists.  
1. Identify the purpose of the test. It is important to articulate 

the purpose of the test, whether it is intended to assess 
conceptual knowledge, problem solving, other skills such as, 
for example, computational thinking or collaboration. This 
purpose guides the remaining phases of test development. 

2. Define the construct of interest. Based upon the determined 
purpose of the test, defining the construct of interest typically 
involves a content analysis of the domain guided by literature 
and observations. For computer science projects that involve 
pre-defined curricula, guidance for the constructs of interest 
is often found within the curriculum and learning objectives. 

3. Prepare the test specifications. There are numerous test 
formats ranging from multiple-choice to open-ended essay 
questions, with many in between. The choice of which type 
of test to use often comes with tradeoffs: open-ended 
questions can provide rich insight into student learning, but 
these items can be labor-intensive to grade and reliability of 
the grading must be established to ensure consistency and 
objectivity. On the other hand, multiple-choice questions are 
straightforward to grade but can be labor-intensive to 
construct and do not provide the same variety and richness of 
student responses as open-ended questions. Nonetheless, 
multiple-choice tests are scalable to many students, and 
many validation techniques including those detailed in this 
paper are aimed at multiple-choice tests.  
If a multiple-choice test format is selected, the literature 
provides guidance on the number of responses per 
question, which should never exceed five to nine for simple 
items [6]. For computer science knowledge assessments, four 
response options may be appropriate in order to minimize 
extraneous cognitive load, since the items are often not 
simple. Additionally, four choices strikes a balance with the 
likelihood of false positives from guessing, with an expected 
25% rate of correct responses attributed to random chance 
alone.  
Another important specification is test length, which in 
classroom settings and many computer science education 
research projects is constrained by the available contact 
hours for administering the tests. For example, if a middle 
school class period is 45 minutes long then a test duration of 
30 minutes may be an appropriate target to allow for 
classroom management activities that typically surround the 
beginning and ending of a class period. While there are no 
hard and fast rules for how many items should be included 
on an instrument [9], in our experience of developing 
learning assessments, adequate reliability is typically 
observed with tests that include at least 20 items. More items 
provides a more substantial basis for establishing validity, 
but “testing fatigue” can cause the quality of student 
responses to degrade as tests become lengthier, which is of 
particular concern for younger students.  

4. Generate the test items. With the question format and 
desired length selected, the question writers are trained (if 
necessary), possible questions are generated, and the quality 
of the questions is checked. It is recommended that test 
developers write twice as many questions at this stage as are 



needed on the final test, because many candidate test items 
will be eliminated during the next phases. 

5. Conduct a formal review for validity of the candidate test 
items. While there are many forms of establishing validity, a 
highly recommended approach is to obtain the independent 
feedback of three to five subject matter experts. Depending 
upon the specific test purpose, these experts may all share the 
same general background (e.g., computer science faculty at 
postsecondary institutions) or may comprise a set of 
complementary expertise (e.g., one computer science faculty 
member, one middle school mathematics teacher, one middle 
school science teacher, and one educational psychology 
faculty member). Each expert will rate the question 
according to a pre-determined rubric that could be as simple 
as a binary “include/exclude” recommendation to, for 
example, a five-point Likert rating. Additionally, each expert 
may provide specific feedback for refining and improving 
test items. Following this process, the strongest set of refined 
items is retained, and the rest excluded. It is recommended 
that this set of items still be larger than the ultimately desired 
test length since some items are likely to be eliminated after 
piloting.  

6. Pilot the test items with a representative sample from the 
population of interest. The closer that these students are to 
the target population being studied, the better. For K-12 
research studies, for example, this means choosing students 
ideally in the same grade as the target population of study, 
and when possible, students who are at a similar point of 
maturity within the grade (for example, students who have 
just entered seventh grade are different from students who 
are in the final week of seventh grade). Additionally, a 
number of considerations typically contribute to determining 
the required number of respondents needed to adequately 
assess the quality of an instrument [9]. The type of analysis 
the test developer is planning to use, and the number of items 
on the test, typically drive recommendations ranging from 
80-200 participants. In the experience of our interdisciplinary 
project team, adequate statistical power and reliability is 
achieved with a sample of approximately 100 students. 
Once pilot data are collected, a number of statistical analysis 
techniques can be used to investigate the quality of the items 
on a test and then refine accordingly. Item analysis describes 
a set of simple statistics, based on Classical Test Theory [2], 
which can help differentiate good and bad test questions and 
improve overall test quality. Usually item analysis includes 
procedures to determine “difficulty” and “discrimination” as 
well as looking at item-total correlations. Difficulty refers to 
the percent of students who correctly respond to an item.  It 
is preferable to have a range of difficulty scores (excluding 
those that are excessively difficult or easy) on a test so that 
some items are harder than others, and thereby the test will 
have the ability to differentiate performance levels. 
Discrimination is the percentage of students who got the item 
correct in the group of highest performers, minus the 
percentage of students who got the item correct in the lowest 
group of performers. This index indicates how well an item 
distinguishes among high and low performers. Generally 
discrimination values of less than 0.2 are considered poor 
and suggest dropping an item. Values between 0.2 and 0.3 
are marginal and may call for revision. Values between 0.3 
and 0.4 are acceptable and values above 0.4 are considered 
good. Finally, item-total correlations (ITCs) are the 
correlation between the total test and each individual item. 

Typically, it is recommended that items with ITCs less than 
0.3 be dropped because such a low score indicates a lack of 
consistency with the rest of the test. 

7. Iteratively refine and re-test. Using the data collected when 
piloting, the final stage of test development involves 
refinement and re-testing. The reliability and item analyses, 
described previously, guide this process. Regardless of test 
format, most assessment instruments are iteratively refined 
from year to year or data collection to data collection, as test 
“development clearly involves a bit of art as well as a lot of 
science” [9].  

4. DRAFTING AN ASSESMENT FOR 
MIDDLE SCHOOL COMPUTER SCIENCE 
Informed by the psychometrics and psychology literatures 
described in Section 2 and following the test development 
processes described in Section 3, we are drafting an assessment 
for middle school computer science knowledge. This assessment 
is being created as part of the ENGAGE project, a three-year project 
to build and investigate the promise of an immersive game-based 
learning environment (Figure 1) that teaches a subset of the CS 
Principles course to middle school learners [4]. The focus is on 
grade seven but the learning environment is intended to be 
accessible to grades six through eight. 

Because ENGAGE’s three-year project timeline necessitates 
developing the intervention (the game-based learning environment 
and the accompanying lesson plans and in-class learning 
materials) concurrently with the assessment items, test questions 
were developed by a subset of the project team while the learning 
environment and curricular content were developed by another 
subset of the team. Designing such assessments for computer 
science knowledge is difficult. They are however crucial for 
evaluating the strength of interventions, such as ENGAGE’s game-
based learning environment. Even at the relatively young stage of 
middle school, students enter interventions with widely varying 
degrees of prior computer science knowledge. In order to 
understand how effective the game is at teaching students 
computer science, the students’ learning gains need to be 
assessed, rather than merely their success in the game. This 
section describes the seven steps of the test development process 
as they were instantiated. 

4.1 Identifying the Purpose of the Test 
Step 1 of the test creation process is to identify the purpose of the 
test. For many computer science education research projects, the 
purpose of a test is to determine whether the novel intervention 
was effective in supporting learning for students. This is the case 
for this project, whose knowledge assessment has a purpose of,  
“Measure students’ computer science learning from interacting 
with the ENGAGE game-based learning environment.”  

 
Figure 1. The ENGAGE game-based learning environment 

 



4.2 Defining the Construct of Interest 
Step 2, which is to define the construct of interest, was informed 
by the CS Principles curriculum [1] learning objectives and 
evidence statements, taken in concert with the US Common Core 
standards [10]. Crucially, expert input from middle school 
teachers within a summer workshop in 2013 guided the team in 
specifying the constructs of interest [4]. Through this process, 
some CS Principles evidence statements were designated as 
overarching, intended to permeate many if not all the learning  
challenges in the  game. An example of one such overarching 
evidence statement is 5.1.3.B: Collaboration facilitates multiple 
perspectives in developing ideas for solving problems by 
programming. Other evidence statements are more focused, in that 
a specific portion of the game-based learning environment will 
address this concept. Determining which evidence statements to 
designate as focused, as well as the order they would appear, 
helped guide the design of ENGAGE’s game-based learning 
environment and its accompanying assessment instruments.  

With this correspondence between the intervention and the 
knowledge assessments, we have a clear understanding of where 
in the game a student should be expected to master the content 
needed to correctly answer a given assessment item. This crucially 
allows the team to use the knowledge assessment as a way to 
improve the game-based learning environment. For example, if 
students exhibit low learning gain on a particular assessment item, 
and the item itself is determined to be sound, this can point to an 
area of improvement for the intervention itself. An example of 
this is given in section 4.7.  

4.3 Preparing the Test Specifications 
In developing the knowledge assessment items, we decided to use 
a consistent multiple-choice format with four options per item. As 
described in the previous section, multiple-choice allows for 
objective, automatic grading, and reduces the subjectivity and 
manual labor that can be seen with open-ended questions. 
Moreover, students at the middle school level are known to 
sometimes contribute as little as possible to open-ended 
assessment items, and multiple-choice items mitigate this risk.  

The target test length was selected as 20 questions, the minimum 
that has been observed in the team’s research experience to 
provide sufficient reliability coefficients. The smallest plausible 
number of questions is desirable because the amount of classroom 
time available for assessments is limited. Only a small fraction of 
class days can be devoted to assessment, and moreover, in 
addition to the CS knowledge assessments, the research project 
requires administering numerous other instruments as well. Class 
time and testing fatigue are important considerations for the 
overall length of all instruments combined.  

4.4 Generating the Test Items  
With the goal test length of 20 questions, the research team set out 
to author 40 candidate items. Importantly, because the test items 
are tied closely to the learning objectives that were ultimately 
decided upon for inclusion in the game-based learning 
environment, the test was authored in several stages 
corresponding to the three “levels” of the game. In each phase a 
computer science education researcher generated the assessment 
items based upon the focused evidence statements [1] for each 
game level.  

4.5 Conducting a Formal Review 
The items underwent expert review in two formats. At first, the 
computer science education researcher who was new to writing 

test items held collaborative feedback sessions with an expert 
panel consisting of at least one other computer science education 
researcher, two computer science professors, an educational 
psychologist, and a human factors psychologist. During these 
face-to-face meetings recommendations for inclusion/exclusion of 
items were made verbally and discussed, and feedback for 
improving items was given. In later phases of test item authoring, 
the same experts provided feedback one at a time in series with 
refinements between. After several iterations of refinement based 
upon this expert panel content validation, it was determined that 
the assessment instrument was ready for piloting.  

4.6 Piloting the Test Items 
Two pilot studies were conducted in Spring 2014 at an urban 
middle school in the southeastern United States. Four teachers at 
this school agreed to have their classes participate in the studies. 

For the first pilot, 103 sixth to eighth grade students played the 
entire first level of the game, which took approximately an hour 
for most students. ENGAGE emphasizes collaborative problem 
solving, so most students played the game in pairs on the same 
computer. In order to assess individual knowledge, however, each 
student completed assessments individually (taking them 
concurrently on separate computers). Of the 103 students, 43 were 
female and 60 were male. Race/ethnicity demographics were not 
collected from all students, but for those who responded, 32 
identified as African-American, 4 Asian, 14 Hispanic, 31 White, 
and 6 Other. The version of the knowledge assessment in this first 
pilot consisted of six items taken both before and after interacting 
with the game-based learning environment. These six items 
represented the first set of knowledge assessment items (out of a 
total target of 20), covering the first of three levels of gameplay. 
Although more test items had been drafted, a small set was given 
in this round of piloting for two reasons: first, these six items 
corresponded to the only level of gameplay being piloted in this 
study, and second, other cognitive and affective survey 
instruments were being piloted in the same study, constraining the 
time available for piloting the knowledge assessment test items.  

For the second pilot, 42 sixth and seventh graders returned to play 
a segment of the second level of the game, which took 
approximately half an hour for most students. The same protocol 
of paired gameplay and individual assessment was followed as in 
the first pilot. Of the 42 students, 17 were female and 25 were 
male. Of those who supplied race/ethnicity demographics, 10 
identified as African-American, 3 Asian, 6 Hispanic, 13 White, 
and 3 Other. This pilot focused on ten questions: five were 
directly relevant to the gameplay segment from this pilot and were 
administered both pre and post. The other five items corresponded 
to future gameplay segments that had not yet been developed, and 
were only given pre. The reason for administering these items 
sooner than their corresponding gameplay segments were fully 
developed is because, as will be discussed in the next section, a 
ceiling effect (too many students answering items correctly even 
before being exposed to the learning content) was noted on 
several of the test items from the first pilot, and it was desirable to 
allow more time to revise and address any ceiling effects or other 
issues with the newest items. 

4.7 Iteratively Refining and Re-Testing 
Table 1 summarizes the fifteen items that were piloted within 
these first two studies, including the percent of students who 
answered each item correctly on the pre- and post-test. Based 
upon these statistics as well as finer grained response choice 
breakdowns, the items were refined.  



Table 1. Evaluation of 15 knowledge assessment items piloted in Spring 2014 

Item Concept 
Pre-

test % 
Post-

test % Notes 

 Pilot 1 (ENGAGE Tutorial Level) 

000 Sequencing 54 77 Dropped 
001 Sequencing 56 61 One option too obviously wrong, so that option replaced with more plausible 

option 

002 Iteration 37 38 Fine as written. During gameplay, a popular misconception was observed, so 
we replaced the least popular option with a distractor for this potential mistake 

003 Domain Vocab: “run” 53 65 Ceiling effect suggests that some students enter with higher domain knowledge  

004 Security 72 67 Dropped 

005 Broadcast 35 49 Substantial revisions needed on the options (but not question itself) 

 Pilot 2 (ENGAGE Digital World Level) 
002 Iteration 36 --- Fine as written 

100 Selection 16 --- One option too obviously wrong 

101 Selection & Sequencing 63 --- One option too obviously wrong 

102 Variables 74 --- Revision needed on the question itself (too easy) 

103 Variables & Selection 37 --- One option too obviously wrong 

104 Vocab: “binary” 42 27 Dropped 

105 Vocab: “binary number” 26 32 Fine as written 

106 Domain Vocab: “bit” 37 21 Fine as written. Results suggest revising game.   

107 Interpret Binary: one bit 
“on” 

10 47 Fine as written 

108 Interpret Binary: multiple 
bits “on” 

26 37 Fine as written 

 
A particularly important consideration for determining the 
suitability of individual test items involves ceiling and floor 
effects. Ceiling effects occur when test items are “too easy,” 
meaning that students tend to get the item correct more frequently 
than expected. Floor effects, in contrast, occur when test items are 
“too hard,” and fewer students than expected answer the item 
correctly. On a pre-test, it is expected for most students to 
randomly guess the answers to questions since they have not 
encountered the learning material yet.  With four response options 
in multiple-choice format, the random chance correctness rate 
would be 25%. As Table 1 shows, many of the test items display a 
substantially higher correctness rate on the pre-test. There are 
several possible reasons for this, one of which is that one of the 
response items was too clearly incorrect (it was not a viable 
distractor). This was found to be the case for some items. For 
others, the team hypothesizes that the instructions to each test 
item may have been too extensive, “teaching” prior to the pre-test. 
A floor effect is generally not problematic on a pre-test, but for 
items where a floor effect was observed on the post-test, reasons 
for this effect included that ENGAGE’s game-based learning 
environment was not teaching that concept as well as intended, 
and in some cases as shown in Table 1 this feedback shaped the 
next steps of the development team to improve the game.  

5. Example Test Items and Discussion 
This section provides examples of three test items that were 
refined in different ways based upon pilot testing.  

Example 1: Iteration. Item 002 was authored to assess student’s 
understanding of iteration with an item in which they need to use 
a REPEAT block to navigate a moving platform to a specific 

location. Each of the four response options contains a sequence of 
program blocks in the same style as the ones used in the 
gameplay. The correct option is a sequence that starts with 
REPEAT 2, with a sequence of four various movement blocks 
nested underneath the REPEAT block. There was an acceptable 
distribution of responses on the pre-test for this item, with 37% 
answering correctly. However, during pilot gameplay observation 
the research team noted a common misconception: putting the 
REPEAT at the end of a sequence of blocks, rather than at the 
beginning. None of the original distractor options reflected this 
misconception, so accordingly the option that had received the 
lowest number of responses on the pre-test was replaced with this 
variation (Figure 2). In the second pilot, the new option received 
the largest number of incorrect responses (32%). This is a 
desirable outcome, because students will be exposed to the correct 
construct while interacting with ENGAGE, and this learning can 
now be captured at a fine-grained level from pre-test to post-test. 
 
Previous	  distractor:	   Revised	  distractor:	  

	   	  
Figure	  2.	  Original	  and	  revised	  distractor	  for	  iteration	  item	  



 
Example 2: Variables. Variables were not covered in the 
gameplay levels that students completed for these pilot studies, 
but the test items for variables were piloted within the pre-test. 
They were excluded from the post-test since there would be no 
expectation of students learning the concept during the gameplay. 
Figure 3 shows two version of Item 102. Version 1 appeared on 
the pre-test, and students overwhelmingly answered this item 
correctly by selecting option D, with 74%. All other students 
except one selected the distractor option C. The ceiling effect on 
pre-test indicated that it was too easy to get this question correct 
by chance, so the revised Version 2 requires thinking more deeply 
about the behavior of a variable.  

Example 3: Domain Vocabulary. Item 106 reads, “How many 
bits does the binary number 100 have?” with four number choices 
(3, 4, 50, 100). This question had a slightly high but acceptable 
distribution of responses on the pre-test, with 37% of students 
selecting the correct option, 3. However, that percent dropped to 
21% correct on the post-test, with more students selecting 
incorrect choices of 4 and 50. In this case, after careful 
consideration and observation of gameplay, the research team 
concluded that the game levels were not using this vocabulary 
word prominently enough, which led to revision of the game itself 
rather than the assessment item.  

6. CONCLUSION AND FUTURE WORK 
This paper has presented an approach to developing computer 
science knowledge assessment instruments, based upon literature 
from psychometrics and psychology. Creating these assessments 
for computer science education research projects is vital for two 
key reasons. Firstly, the ability to assess an intervention’s strength 
is an essential component to empirical research. Assessments are 
extensively validated in sister fields such as physics education; the 
time is ripe for emulating this practice in the comparatively young 
field of computer science education. Secondly, these assessments 
can provide invaluable insight into how to make targeted 
refinements to the given intervention. As shown here, a process of 
iterative refinement is essential to formulating effective test items, 
and this process can often take the same length of time (and run 
concurrently with) the research project that develops the 
intervention itself.  

There are many promising avenues for future work, chief among 
these being the expanded development of validated knowledge 
assessment instruments at all levels of computer science. 
ENGAGE’s knowledge assessment, described in this paper, stands 
as an exemplar of an assessment for seventh grade students, and 
the process described in the paper provides guidance for how to 
design analogous knowledge assessments at other levels of K-12 
education. The more of these instruments that are created, 
validated, and shared across research projects and interventions, 
the greater common foundation can be built for measuring and 
supporting student learning. These knowledge assessment 

instruments play a central role in the give-and-take of research for 
developing effective interventions that support rigorous computer 
science education.   
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102.What will “number” equal at the end of this program? 

                Version1: 

 

 
 

a) 0 
b) 1 
c) 4 
d) 7 
 

                 Version 2: 

 

 
 

a) 0 
b) 4 
c) 6 
d) 7 
	  

Figure 3. Items on assessing understanding of variables 


