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Abstract. Identifying effective tutorial strategies is a key problem for tutorial 

dialogue systems research.  Ongoing work in human-human tutorial dialogue 
continues to reveal the complex phenomena that characterize these interactions, 

but we have not yet seen the emergence of an automated approach to discovering 

tutorial dialogue strategies.  This paper presents a first step toward establishing a 
methodology for such an approach.  In this methodology, a corpus is first 

annotated with dialogue acts that are grounded in theories of tutoring and natural 

language dialogue.  Hidden Markov modeling is then applied to discover tutorial 
strategies inherent in the structure of the sequenced dialogue acts. The 

methodology is illustrated by demonstrating how hidden Markov models can be 

learned from a corpus of human-human tutoring in the domain of introductory 
computer science. 
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1. Introduction  

Tutorial dialogue is a rich form of communication in which a tutor and a learner 

interact through natural language in support of a learning task.  To date, a number of 

successful tutorial dialogue systems (e.g., AUTOTUTOR [1], BEETLE [2], CIRCSIM [3], 

GEOMETRY EXPLANATION TUTOR [4], ITSPOKE [5], PROPL [6], RESEARCH METHODS 

TUTOR [7], and WHY2/ATLAS [8]) have been developed.  Current tutorial dialogue 

research aims to identify and implement tutoring strategies that maximize targeted 

cognitive and affective outcomes for each learner.  Toward that end, rigorous studies of 

human-human tutorial dialogue have paved the way for a deeper understanding of the 

conversational phenomena occurring in natural language tutoring (e.g., [9-11]).  In 

addition, there is growing recognition that the most effective strategies in certain 

learning contexts may not simply be those that occur most frequently with human 

tutors (e.g., [12, 13])  and that careful evaluation of strategies must be conducted to 

establish relative effectiveness [14].  These lines of investigation would be well served 

by a scalable, corpus-based approach to automatically discovering tutorial strategies; 

however, the field has not yet seen the emergence of such an approach.   
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Tutorial dialogue studies frequently share a common methodological element:  

beginning with a set of tutoring strategies, a corpus of tutorial dialogue is examined in 

a “top-down” fashion for patterns that fit the set of strategies.  In contrast to the 

historical top-down approach, a complementary approach is to examine a corpus of 

tutorial dialogue in a “bottom-up” fashion.  In this methodology, theories from tutoring 

and natural language dialogue are used to inform corpus annotation at the dialogue act 

level, and then statistical models are built that induce the strategies inherent in the 

structure of the sequenced dialogue acts.  This direction has been pursued, for example, 

in work using pairs of dialogue acts to determine the tutoring strategies used to respond 

to student uncertainty [15].  This research and similar work that endeavored to discover 

strategies from dialogue acts [16] have made great strides toward assessing the 

differential impact of localized tutoring strategies on student outcomes.  However, 

these studies are limited to a small window in the tutoring session.  Hidden Markov 

models (HMMs) can move beyond this limitation by inducing a model of tutorial 

strategies that is based on the entire input sequence of dialogue acts.   

This paper presents a first step toward a machine learning-based methodology that 

automatically discovers tutorial strategies from a corpus of human-human tutorial 

dialogue.  In this approach, a corpus is manually annotated with dialogue acts that are 

grounded in theories of tutoring and general dialogue.  Hidden Markov modeling is 

then applied to group the dialogue acts into aggregate states that are interpreted as 

tutorial strategies or dialogue modes.
2
   

2. Background  

2.1. Tutorial Dialogue Strategies in Human-Human Tutoring 

Human-human tutorial dialogue has been an active area of research in the Artificial 

Intelligence in Education community for several decades, motivated in part by the 

hypothesis that the behavior of tutoring systems should be informed by an empirical 

understanding of human tutoring.  Early work included exploring the cognitive and 

motivational strategies used by human tutors in a variety of domains (e.g., [17, 18]).  

Subsequent research has revealed regularities in the structure of natural language 

tutorial dialogues [9] and suggested hypotheses for why one-on-one tutoring is so 

effective [10].  Comparative studies of tutoring strategies (e.g., [19]) and contrasting 

expert and novice tutorial behaviors (e.g., [3]) have shed light on the importance of 

considering the differential impact of various approaches.  Recently, rigorous and 

relatively large-scale studies of expert human tutors have expanded the field’s 

understanding of tutoring modes [11].
3
  In recent corpus-based work, reinforcement 

learning has been used to compare effectiveness of local tutorial tactics [20] and to 

determine which dialogue features impact the choice of tutorial dialogue policy [21]; 

however, this work has not focused on automatically extracting tutorial dialogue 

structure from unrestricted human-human corpora.     
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2.2. Hidden Markov Modeling of Tutoring Phenomena 

Tutorial interactions in both human-human and human-computer learning 

environments are often studied by collecting a record of the student-tutor interaction 

(e.g., dialogue transcripts, student action traces).  This record constitutes the observable 

behavior that results from the tutorial interaction, but in many instances the 

phenomenon of interest (e.g., tutorial dialogue strategy, student engagement) cannot be 

directly observed in the data.  Hidden Markov modeling is well-suited to such cases 

because it represents higher-level “hidden states” as probabilistic distributions over the 

observed values.  Beal et al. [22] applied hidden Markov modeling to sequences of 

student actions that had been recorded as the students interacted with a mathematics 

tutoring system.  The model used patterns in the observed student actions to fit the 

hidden states, which were interpreted as student engagement level.  Jeong et al. [23] 

applied HMMs to observed student action traces to model a hidden variable interpreted 

as activity type, giving insight into the sources of effectiveness between treatment 

groups in a learning-by-teaching environment.  Soller et al. [24] used HMMs and 

clustering on student-student object oriented analysis and design problem-solving 

session logs to discover the structure of effective and ineffective peer knowledge 

sharing interactions.  Clustering the hidden Markov models based on their likelihood 

vectors yielded groups of similar models with each group capturing a generalized 

knowledge-sharing interaction.  The application of HMMs to tutorial dialogue reported 

in this paper is analogous to these prior applications:  dialogue acts are treated as the 

observed values, and dialogue mode is modeled as a hidden state.     

3. Tutorial Dialogue Modeling with HMMs 

Hidden Markov modeling constitutes a stochastic approach to characterizing the 

observed signals emitted from a source [25].  The premise of HMMs is that some 

aspect of the signal source is hidden (i.e., not directly observable), and that the values 

of this hidden variable (i.e., the hidden states) are important for modeling the system as 

a whole.  The model is said to be “in” one of the N hidden states at each step in the 

observed sequence.  Each hidden state is characterized by a probability distribution 

over the observed symbols called the emission probability distribution while the 

transitions among hidden states are governed by the transition probability distribution.  

In a first-order HMM such as the one used here, the transition probability to the “next” 

hidden state depends only on the current state and not on a longer state history.  When 

training an HMM to model a particular phenomenon, the goal is to select the model 

that maximizes the probability of the observed input.  

3.1. Corpus and Dialogue Act Annotation 

The corpus used to train the HMM consists of tutorial dialogue from keyboard-to-

keyboard tutoring sessions between human tutors and forty-three novice computer 

science students.  The corpus contains 4,864 dialogue moves which were manually 

annotated with dialogue act tags (Table 1).  Details of the study procedure used to 

collect the corpus along with learning gains and inter-rater reliability for the tagging 

scheme are presented in [16]. 



Table 1 – Dialogue Acts 

 

3.2. Dialogue Mode Discovery 

In this application of HMMs to tutorial dialogue, the observed signal is comprised of 

tutorial dialogue acts augmented with tags indicating the speaker (e.g., GS, GT, QS, ST, 

SS, PFT,…).  These observed symbols are provided, without any additional context 

regarding their meaning, as the input sequence.  The hidden variable is interpreted as 

the dialogue mode.  Rather than specifying a priori the number of dialogue modes, the 

best-fit number N of hidden states was learned from the observed sequences during 

model training.  For each value of N, seven models were built and each was ten-fold 

cross-validated on the corpus to obtain an average log-likelihood value.
4
  A model 

containing N=6 hidden states produced the best log-likelihood fit for the current 

corpus.
5
  Figure 1(A) presents the emission probability distribution for each hidden 

state in the best-fit model.   

We interpreted each state as a dialogue mode, and assign intuitive state names, by 

examining the emission probability distribution of dialogue acts that occur in that state.  

Because State 0 is dominated by student evaluation questions, statements, and feedback, 

this state is interpreted as Student Reflection mode.  State 1 is dominated by extra-

domain talk and conversational grounding by both the student and tutor, so this state is 

interpreted  as   Conversational  Grounding/Extra-Domain   mode.     State   2   consists  
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Figure 1 – Learned Tutorial Dialogue Model with N=6 Hidden States 

 

primarily of feedback from the tutor, with some statements and tutor grounding, so this 

state is interpreted as Tutor Feedback mode.  State 3 is strongly dominated by tutorial 

statements, so this state is interpreted as Tutor Lecture mode.  State 4 emits primarily 

tutor statements and tutor evaluation questions, so this state is interpreted as Tutor 

Probing and Lecture.  Finally, State 5 is dominated by a mixture of student questions 



with tutor statements and feedback, so this state is interpreted as Interactive 

Collaboration mode. 

3.3. Dialogue Mode Transitions and Relative Frequencies 

The transition matrix in Figure 1(B) depicts the probability of transitioning from one 

mode to the next.  This transition matrix represents the higher-level flow of dialogue.  

For example, from State 0 (Student Reflection), the dialogue transitions with 

probability 0.712 to State 2 (Tutor Feedback) and with probability 0.107 to State 5 

(Interactive Collaboration).  From State 2 (Tutor Feedback), the dialogue is most 

likely to transition to State 3 (Tutor Lecture), with State 4 (Tutor Probing and Lecture) 

or State 5 (Interactive Collaboration) also likely candidates for the next mode.   

Because the learned HMM implies a best-fit sequence of hidden states for each 

observed sequence of dialogue acts,
6
 it is possible to summarize the frequency of each 

dialogue mode across the corpus as depicted in Figure 1(C).  Not surprisingly, State 3 

(Tutor Lecture mode) occurs most frequently.  This result is expected because in the 

current corpus, tutor statements account for 40% of all dialogue acts (Table 1). 

4. Discussion and Limitations 

The hidden Markov modeling process groups observed dialogue acts into higher-level 

hidden states which can then be interpreted as dialogue modes.  The dialogue modes 

discovered in the current corpus are Student Reflection, Conversational 

Grounding/Extra-Domain, Tutor Feedback, Tutor Lecture, Tutor Probing and Lecture, 

and Interactive Collaboration.  The primary benefit of using HMMs to discover these 

modes lies with the feasibility offered by a bottom-up, data-driven approach in which 

the theoretical framework is used to devise a set of dialogue act tags that are applied at 

a low level—usually within a window of approximately one dialogue turn—and then 

machine learning techniques aggregate the individual dialogue act tags into higher-

level modes.  This methodology addresses an important limitation of the contrasting 

top-down approach, namely, that sophisticated tutoring strategies rarely occur with 

novice tutors; for example, recent findings suggest that some widely-recognized 

strategies (e.g., Model-Scaffold-Fade) may not occur fully intact even with highly 

skilled human tutors [11].  Identifying dialogue modes with HMMs circumvents the 

need to manually “design” tutorial strategies and offers an opportunity to automatically 

discover which strategies are in fact used in practice.   

The discovered dialogue modes presented here do not perfectly map to other sets 

of handcrafted tutoring modes (e.g., [11]).  However, such a perfect mapping rarely 

exists even between sets of handcrafted labels.  It is important to note, though, that the 

more frequently the learned HMM transitions between different hidden states, the 

farther from our intuitive notion of “tutoring strategies” the aggregate dialogue modes 

become.  This difficulty is due to the fact that when labeling dialogues by hand, 

consecutive utterances are considered cohesive, while in hidden Markov modeling, the 

hidden state may change at every step in the input signal sequence.  Therefore, as with 

other applications of HMMs to tutoring phenomena, the best-fit hidden sequences 

should be examined carefully to facilitate sound interpretation of the model.        
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5. Conclusion and Future Work 

The methodology introduced here represents a first step toward empirically identifying 

tutorial dialogue strategies, or modes, from corpora.  In this approach, a theoretical 

framework drawing from both the natural language dialogue and the tutoring literatures 

is incorporated through the choice of dialogue act tags, and a hidden Markov model is 

learned from the sequences of dialogue acts.  The methodology of using HMMs to 

model tutorial dialogue modes can be scaled and applied across corpora, given a 

mapping between sets of dialogue act tags. 

Future work includes expanding the input sequences from dialogue acts alone to 

include the surface-level utterance content.  In addition, knowledge of the task state 

within the tutoring session can be used to segment the dialogue in meaningful ways to 

further refine the structure of the HMM.  It is also possible that dialogue tagging at 

different granularities could reveal varying and useful models.  Moreover, the HMM 

approach can be used to compare tutorial strategies for effectiveness by correlating 

hidden state usage with outcomes of interest, and by training models separately for 

students in different groups (as in [23]).  Using clustering (as in [24]) and a finer-

grained knowledge model could also reveal more detailed tutoring strategies. Finally, 

combining the bottom-up approach presented here with top-down approaches offers 

promising synergies.  It is hoped that the methodology presented here and its variants 

could be used to identify a set of empirically-derived tutoring modes, and that 

knowledge of their impact on student learning and affect could inform the development 

of next-generation natural language tutorial dialogue systems.      
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