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Abstract
Pedagogical agents have been designed to support the significant challenges that learners 
face when self-regulating in advanced learning environments. Evidence suggests differ-
ences in learners’ prior skills and abilities, in conjunction with excessive didactic support, 
can cause overreliance on these external aids, which in turn prevents deeper learning, and 
pedagogical agents can provide tailored scaffolding to accommodate learners’ individual 
needs. However, there is less evidence about the impact of abstract scaffolding, such as the 
sharing of non-verbal metacognitive information via a pedagogical agent’s facial expres-
sions, on self-regulated learning. To assess factors in the passing of non-verbal metacogni-
tive information via pedagogical agents in a multimedia learning environment, we used 
growth modeling with self-reports, eye-tracking, and log-file data collected from fifty 
(n = 50) undergraduates at a large North American university as they learned about human 
body systems while using MetaTutor-IVH, a multimedia learning environment with a 
pedagogical agent. We controlled for participant characteristics (perceived utility of emo-
tions for self- and other-centered positive and negative emotions) and characteristics of the 
metacognitive monitoring information provided by a pedagogical agent (expression type 
and expression congruency) to assess factors in non-verbally communicating metacogni-
tive information. Results suggest that learners attend to pedagogical agents less over time, 
but this rate of change is weaker when an agent is providing an expression that is congruent 
with the ground truth of the environment. Further, only the perceived information utility of 
other-centered negative emotions has a significant effect on this duration, suggesting learn-
ers are driven to consult pedagogical agents to avoid embarrassment or shame. We discuss 
design implications of these findings for technology-based learning environments.

Keywords  Pedagogical agents · Metacognition · Affect detection and recognition · 
Individual differences · Multilevel methods · Science learning

Self-regulation refers to an individual’s ability to dynamically monitor and regulate perfor-
mance through the modification and regulation of subgoals, plans, and strategies to achieve 
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an overall goal (Winne, 2018). Using effective self-regulatory skills is critical when acquir-
ing content knowledge and skills that are transferable to new contexts, including technol-
ogy-based learning environments (Schunk et  al., 2018). During self-regulated learning 
(SRL), learners must actively monitor and regulate their cognitive and metacognitive pro-
cesses while selecting, organizing, and integrating different multimedia instructional mate-
rials presented in the learning environment (Azevedo & Dever, 2022; Greene & Azevedo, 
2007, 2009). SRL has been found to be challenging for most learners and therefore has 
been supported in technology-based learning environments with the assistance of external 
aids such as cognitive and metacognitive scaffolds using a variety of methods including 
pedagogical agents (Azevedo et  al., 2007; Greene & Azevedo, 2007; Johnson & Lester, 
2016, 2018).

In this study, we address the issue of poor self-regulatory learner behaviors by examin-
ing how metacognitive scaffolding that is abstract and non-verbal (i.e., using a pedagogi-
cal agent’s facial expressions of emotions) may impact the behaviors of learners interact-
ing with a multimedia learning environment. This work highlights novel and dynamic 
approaches to the way information can be non-didactically communicated to learners and 
how this information impacts learner metacognitive monitoring over time. Specifically, we 
examined the way in which various emotional expressions (e.g., confusion) could relay 
information about the multimedia content a learner has examined to support the evaluation 
of that content and whether learners attended to non-didactic metacognitive information.

We begin by reviewing previous metacognitive monitoring and emotion-based research 
grounded in Efklides’ (2019) multifaceted and multilevel model of SRL (MASRL). We 
primarily review studies that utilize eye-tracking and non-verbal facial expression scaffold-
ing. We then introduce the MetaTutor-IVH learning environment and experimental para-
digm used during our study, with a short discussion on the assumptions about metacogni-
tion and affect during multimedia learning that are made within this environment. Next, we 
describe our study and modeling approach to capturing multilevel individual differences 
and trial effects on the duration in which learners attend to the pedagogical agent during 
the non-verbal communication of metacognitive information. We conclude by reviewing 
our findings anchored around the Efklides’ (2019) MASRL model and previous literature 
in addition to a discussion and recommendation for the future direction of non-didactic 
scaffolding approaches.

Self‑regulated learning in multimedia learning environments 
with pedagogical agents and eye‑tracking

Including multimedia content (i.e., pictures, graphs, diagrams, text, audio, etc.) has been 
shown to increase learning outcomes during SRL compared to text alone (Johnson & 
Lester, 2016, 2018; Mayer, 2022; Mayer & Fiorella, 2022; Schweppe & Rummer, 2016). 
Learning with multimedia requires the construction and integration of mental models to 
develop and modify plans, strategies, and learning goals (Azevedo & Dever, 2022; Mayer, 
2022). With the increasing availability of eye-tracking technology, eye-tracking has been 
used to examine and measure underlying cognitive and metacognitive processes from mul-
timedia learning (Alemdag & Cagiltay, 2018; Azevedo & Dever, 2022; Dever et al., 2021; 
Fiorella & Pilegard, 2021; Mudrick et al., 2019; Stull et al., 2018; Wiedbusch & Azevedo, 
2020). Gaze metrics have been used to measure attention allocation on various multime-
dia elements (e.g., Dever et al., 2021), and can also measure the (re-)evaluation of content 
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(e.g., Wiedbusch & Azevedo, 2020), which ultimately point to the construction and inte-
gration of the content into a coherent mental model.

However, complex learning with multimedia is difficult for learners to self-regulate, and 
empirical evidence shows that individuals with these skills and abilities, when supported 
via scaffolding techniques by pedagogical agents, outperform their peers that receive no 
assistance (Azevedo & Cromley, 2004; Azevedo & Dever, 2022; Azevedo et  al., 2019; 
Bannert et al., 2009; De Boer et al., 2012; Dignath & Buttner, 2008; Jansen et al., 2019; 
Kramarski, 2018). Pedagogical agents act as simulated scaffolding support systems tak-
ing on various roles as teachers, tutors, peers, etc., during the learning process and can 
introduce social, motivational, and affective benefits to otherwise sterile learning environ-
ments (Johnson & Lester, 2016, 2018; Sinatra et al., 2021). Specifically, they can monitor 
and measure learners as they progress through their learning to offer tailored scaffolding 
through various methods such as hints, feedback, interactive demonstrations, and even cus-
tomizing new problems based on the learner’s current misconceptions or learning incom-
petencies (Johnson & Lester, 2018).

Despite the benefits of this support, there is a balance that needs to be established to fos-
ter and promote developing SRL skills without being used as the sole method of SRL skill 
use. That is, learners who are given too much external support rely heavily on pedagogical 
agents and thus develop minimal SRL skills (Boekaerts, 1999). The amount of scaffold-
ing needed and levels of pre-existing SRL abilities differs between learners (Aleven et al., 
2016). Therefore, pedagogical agents need to be adaptive based on the different aptitudes 
and characteristics of individual learners (Johnson & Lester, 2018).

Learning environments and technologies should be individualized based on these dif-
ferences, but there are many underlying theoretical considerations that still need further 
exploration. For example, can essential hints and crucial information be provided to learn-
ers in non-traditional manners, such as through non-verbal clues, that help avoid over-
directing the learner into overreliance on scaffolding? Previous research has shown that 
social reactions can be triggered by body movements that encourage focus and engage-
ment with learning content (Krämer & Bente, 2010), but it was unclear if this had any 
direct impact on learning. A recent meta-analysis on the benefits of pedagogical agents 
(Castro-Alonso et al., 2021) showed an effect size of g +  = 0.20 on learning with various 
factors influencing learning-benefits such as agent gender and appearance. When agents 
used non-verbal communications, there were similar effect sizes when they used eye gaze 
(g +  = 0.26) and gesturing (g +  = 0.23), and a moderately significant effect of either static 
facial expressions or dynamic expressions (g +  = 0.42). However, these studies focused on 
learning outcomes and the role of social factors, and the agents did not provide metacogni-
tive information about the relevancy of the multimedia content in relation to the learning 
goal. More research is needed to understand the role of these design features on metacogni-
tion and SRL, especially as it relates to the use of facial expressions of emotions exhibited 
by pedagogical agents in supporting learners’ metacognitive monitoring and judgements.

Metacognitive monitoring

Metacognition is commonly described as thinking about one’s thinking (Flavell, 1979). 
This monitoring and reasoning about an individual’s cognition, however, encompasses 
multiple facets, including memory, emotion, motivation, and knowledge to help inform 
and regulate this phenomenon. Multiple empirical studies about metacognition suggest 
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that there are multiple types of cues that can help learners monitor and regulate 
their cognition such as theory-based cues (e.g., beliefs about their own expertise), 
or experience-based cues (e.g., how easy a comparable problem was for them to 
solve; Jaeger & Wiley, 2014; Koriat, 1997; Serra & Dunlosky, 2005). Additionally, 
there is growing evidence that metacognition, and specifically learning, cannot be 
viewed purely as an individual process but should also account for various social and 
cultural aspects (Efklides, 2008; Lehtinen, 2003; Vauras et al., 2008). Efklides’ (2019) 
multifaceted and multilevel model of metacognition suggest that there is a meta-meta-
level of learning that contains judgements about one’s own and other’s metacognitive 
experiences, knowledge, and skills, representing a social level of metacognition. This 
can include multiple components that help interpret and encode these values such as 
judgments of performance, semantic understanding of conversation, and emotions 
(Efklides, 2019). Efklides (2019) proposed a model in which self-regulated learning 
is a dynamic process that involves both metacognitive, affective, and motivational 
components. Specifically, the Metacognitive and Affective model of SRL (MASRL) 
places affect within both the person level (tying together one’s self-concept and 
motivation) as well as in the ‘Task x Person’ level (tying together cognition and affect/
effort self-regulation; see Fig. 1).

In this way, this model theoretically explains how ‘Task x Person’ level processing 
is guided by ‘Person’ level driven decisions, but can also be revaluated and overridden 
through task and cognitive monitoring. For example, metacognition and affect, i.e., a 
person’s subjective experiences, can influence how much effort or attention to invest. 
However, this effort or attention allocation can be overridden if as the learner monitors 
their cognition finds that too much (or too little) attention and effort are being used 
given their current perception of performance. We thus chose to anchor our study in 
Efklides’ (2019) MASRL model because it captures the bidirectional influence of 
individual data-driven differences that shape (and conversely are shaped by) self-
regulatory behavior unlike other models of SRL. It is also one of the few models that 
provides more than just a cursory nod to the role of affect and motivation within SRL.

Fig. 1   Efklides (2011) MARSL Model. Permissions have been requested from Taylor & Francis (ref:_00D0
Y35Iji._5007THoJ3Q:ref)
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Emotions

Academic-related emotions (Pekrun, 2016) are pervasive in school settings and can be 
achievement-related (e.g., enjoyment of learning, pride, boredom) as well as social in 
nature (e.g., admiration, envy, contempt). These emotions function as factors for student 
motivation and often play an important role in student’s ability to self-regulate (Efklides, 
2011; Pekrun, 2016; Pekrun et al., 2002). Specifically, emotions can serve as both anteced-
ents and reactions to selected information processing strategies that influence how effec-
tively a learner will cognitively and metacognitively comprehend presented information 
(D’Mello & Graesser, 2012; Pekrun & Linnenbrink-Garcia, 2012a, b; Taubet al., 2018a, b). 
That is, as learners engage with and metacognitively monitor their learning with instruc-
tional materials, they may currently be experiencing confusion after identifying inconsist-
encies between prior knowledge and new information that then leads to behaviors to allevi-
ate that confusion.

Emotions also serve as reactions to cognitive processes, such as feeling frustrated if that 
new strategy proved unfruitful in their learning goals as detected by their metacognitive 
monitoring. This cyclic and recursive nature has made academic emotions an increasingly 
important focus for the study of self-regulated learning and academic achievement (Ahmed 
et  al., 2012; Efklides, 2005; Linnenbrink, 2006; Linnenbrink-Garcia & Pekrun, 2011; 
Schutz & Lanehart, 2002; Schutz & Pekrun, 2007; Schutz & Zembylas, 2009).

Emotions have been conceptualized and classified along many dimensions when 
discussing them within academic contexts. One such distinction is made about valence, 
which contrasts positive emotions (i.e., pleasant emotions such as joy, pride, cheerful, etc.) 
and negative emotions (i.e., unpleasant emotions such as jealousy, embarrassment, anger, 
etc.; Pekrun, 2006). Studies have found that positive and negative emotions have both 
beneficial and detrimental effects on learning (Cloude et al., 2020; D’Mello & Graesser, 
2012; Forgas, 2002; Pekrun & Linnenbrink-Garcia, 2012a, b).

For example, learners will choose to participate in more experiences they believe will 
induce negative emotions (e.g., fear) if they find present or future utility in the experience 
(Tamir & Ford, 2012). This perceived utility of emotion has been defined as an emotion’s 
worth for accomplishing one’s goals, which has been theorized to play a precursory role 
in emotion regulation and affect and considered a moderately fixed individual difference 
variable while controlling for the actual emotional experience (Chow, 2018; Chow, 
Berenbaum, & Flores Jr., 2013; Chow et al., 2015). Research has shown that a learner who 
finds the emotion of appreciation useful also is likely to perceive others as benevolent, 
feel appreciation more often and strongly, and demonstrate prosocial behaviors (Chow, 
Berenbaum, & Flores Jr., 2013).

Perceived emotion utility can be further conceptualized as either self-serving emotions 
(i.e., serving the needs of the individual who is experiencing the emotion) or other-serving 
emotions (i.e., serving the needs of others). For example, pride (positive) and jealousy 
(negative) are both self-serving emotions while appreciation (positive) and embarrassment 
(negative) are other-serving emotions. While the perception of emotion utility has not 
been examined within the context of its influence on SRL, some evidence has shown self-
reflection of one’s affective experiences during cognitive processing can lead to causal 
attributions (Metallidou & Efklides, 2001). It is therefore not difficult to imagine that 
reflection about how much utility various emotions carry in context may also lead to causal 
attributions (e.g., I think feeling pride when I am praised for doing good work provides me 
information that my tutor sees me working hard. Therefore, I take time and effort to look 
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for indications of praise from them and increase or decrease my learning strategies to elicit 
that response).

Purpose of the study

In this study we focused on examining the individual differences of perceived utility of 
emotions on how learners behave (i.e., allocate attention) towards pedagogical agents pro-
viding metacognitive information nonverbally while learning with MetaTutor-IVH. For our 
study, participants learned about various human body systems (e.g., respiratory system, 
circulatory system, etc.) with MetaTutor-IVH. MetaTutor-Intelligent Virtual Human (IVH) 
is a self-paced and linearly structured multimedia environment, which was specifically 
designed to study how learning and metacognitive were influenced by a pedagogical agent 
(Azevedo et  al., 2019). In this current construction of MetaTutor-IVH, the pedagogical 
agent is not intelligent, but future development will use incoming learner physiological and 
behavioral responses (e.g., user facial expression, self-report measures, eye-tracking, etc.) 
to intelligently adapt its responses (e.g., providing individualized adaptive verbal metacog-
nitive scaffolding while coordinating congruent facial expressions). The current iteration 
seeks to study how users may be influenced or interact with the agent without knowing 
that it is not intelligent. Within this environment, learners are presented multimedia con-
tent about the human digestive, nervous, endocrine, circulatory, lymphatic, muscle, integu-
mentary, urinary, and respiratory systems, and asked to answer a multiple-choice question, 
while being prompted to provide multiple metacognitive judgments throughout their learn-
ing (see MetaTutor-IVH subsection in Methods for explanation about the experimental 
paradigm and environment).

While much research has investigated the role of pedagogical agents in learning tech-
nologies, we are unaware of any work that has explicitly examined the role of non-verbal 
information being provided through facial expressions about metacognitive monitoring 
judgements, or the potential factors that could influence the use, disuse, or misuse of this 
information. To address this gap, we investigate the role of metacognition, affect, and SRL 
using the MASRL model. This leads us to the following research question:

How do learner SRL behaviors change when controlling for ‘Person-level’ charac-
teristics and ‘Task x Person level’ characteristics?

The SRL behaviors or interest include how long a learner examines a pedagogical agent 
providing metacognitive monitoring information. We classify an individual’s perceived 
utility of emotions for self and other centered positive emotions as Person-level charac-
teristics. Additionally, we classify metacognitive monitoring information provided by the 
agent via expression type and congruency as Task x Person level characteristics. In other 
words, our main research question driving the model building of this work asks,

We hypothesized that there will be a change in duration looking at the agent provid-
ing metacognitive information over time spent in MetaTutor-IVH. Additionally, we predict 
there will be an effect of duration accounted for by multiple perceived utility of both self- 
and other-centered emotions (both positive and negative) as well as effects from both the 
expression type and congruency of the trials. Our hypothesis is motivated by the MASRL 
model’s theoretical implications for the dynamical unfolding of SRL as informed by meta-
cognition and affect. Specifically, because this model highlights both the influence of ‘Per-
son’ level features ‘Person x Task’ level features on SRL, we expect both the participant 
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(i.e., ‘Person’) level characteristics and trial-specific (i.e., ‘Person x Task’) characteristics 
to influence participant behaviors. In our study, these behaviors refer to the duration in 
which a participant examines the agent during their judgment (via facial expression). If a 
participant fails to spend an adequate amount of time looking at the agent while they pro-
vide their judgment, the learner will not be able to interpret and incorporate this new infor-
mation into their metacognitive knowledge or current working mental model, suggesting 
they do not wish to allocate effort to doing so. However, we would also expect the overall 
time needed to interpret the non-verbal information to decrease as learners become more 
efficient at gleaming the information the agent’s scaffolding provides. Our work will pro-
vide empirical evidence for one of the major assumptions of the MASRL model that states 
‘Person’ level features can influence ‘Task-Person’ level features and vice versa.

Methods

Participants

Sixty undergraduate students from a large North American university were recruited to 
learn about human body systems using MetaTutor-IVH. Ten participants were removed 
for incomplete eye-tracking data. Of the remaining 50 participants, 59% were female, and 
ages ranged from 18 to 29 (M = 20.31, SD = 2.60). All participants were monetarily com-
pensated $10 an hour up to $30 and the study was approved by an IRB prior to all data 
collection.

After providing consent, participants sat in front of a computer and were calibrated 
to a SMI RED 250 eye-tracker and Shimmer 3 + wireless bracelet (used to capture skin 
conductance activity but not reported in this manuscript, see Fig. 2). The eye-tracker used 
a sampling rate of 60  Hz (set lower for integration with iMotions Attention Tool). The 
9-point calibration resulted in a gaze position accuracy error of about 0.4 visual degrees 
and a spatial resolution of 0.03°.

All participants were required to first complete a demographic questionnaire, an 18-item 
multiple choice biology content pretest, and multiple questionnaires assessing emotions 
and motivation (i.e., Achievement Emotions Questionnaire [AEQ (Pekrun et  al., 2011)], 
Emotion Regulation Questionnaire [ERQ (Gross & John, 2003)], Perceived Affect Utility 
Scale [PAUSe (Chow & Berenbaum, 2012)] prior to interacting with MetaTutor-IVH. For 
this study’s analysis we only use the self-reports from the PAUSe questionnaire and thus 
do not further explain the other questionnaires to maintain brevity. During learning with 
MetaTutor-IVH, participants’ actions, eye-tracking, skin conductance, and self-reported 
metacognitive judgments were all collected, however only eye-tracking and self-reported 
metacognitive judgments were used in this analysis.

Participants were instructed that they were about to learn about different body systems 
by reading text, inspecting diagrams, and answering questions about the content. A short 
video introduced the environment to the participants, explaining the general experimental 
paradigm and what they could expect on each trial. Participants were informed the peda-
gogical agent would provide a metacognitive judgment of its own about how relevant it felt 
the text and diagram were but were not told the agent was not always accurate. We pur-
posefully did not tell the learners about the agent accuracy to force learners to have to eval-
uate the agent’s reaction in comparison to their own judgements. If the agent was always 
accurate, and the participants informed of such, they would no longer have to evaluate 
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the presented information until they saw the agent’s judgement. Instead, we designed the 
agent to provide additional information to the student to also consider. This serves a simi-
lar purpose that non-verbal feedback from a tutor or peer. Once the learning session was 
completed, participants completed the questionnaires once more (not used in this study), 
were debriefed about the agents’ behavior and study purpose, compensated, and thanked 
for their participation.

Perceived affect utility scale (PAUSe)

This self-report questionnaire measures three facets of the degree of emotional 
utility of self-serving and other-serving emotions for (1) providing information, (2) 
motivating, and (3) fostering goal-directed behaviors (Chow & Berenbaum, 2012). 
Participants are first asked to think about “things [they] generally seek to accomplish 
in everyday life, or the things [they] typically try to do. Some examples of goals 
are ‘getting along with others’, ‘trying to be the center of attention’, ‘trying to help 
others’, and ‘trying to do what is best for myself’” (Chow & Berenbaum, 2012). They 
are then asked to rate the extent to which they agree with three sets of questions each 
populated by a list of specific emotions on a 1 (strongly disagree) to 5 (strongly 
agree) scale. The first set of questions stated, ‘Feeling [emotion] lets me know how 
well or poorly I’m doing in achieving my goals’, to measure informational utility. The 
second set of questions, focused on motivational utility, stated, ‘Feeling [emotion] 
motivates me to achieve my goals’. Finally, the third set of questions, measuring 
goal-directed behavior facilitation utility, stated, ‘Feeling [emotion] makes it easier 
for me to do things that will help me to achieve my goals’. Participants then received 
an average across emotions aggregated by valence (i.e., positive or negative) and 
self/other-serving for each of these sets of questions (See Fig.  3). Simply, for each  

Fig. 2   Experimental setup 
depicting an instrumented 
participant
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of the three facets (informational utility; motivational utility; and goal-directed 
behavior facilitation), participants had an average rating for (1) Self-serving negative 
emotions (angry at others, disgusted with others, jealous), (2) Self-serving positive 
emotions (happy for self, proud, deserving), (3) Other-serving negative emotions 
(ashamed of myself, guilty, embarrassed of myself), and (4) Other-serving positive 
emotions (appreciation, humble, respectful).

MetaTutor‑IVH

Participants learn about the various human biological systems by completing 18 
self-paced linear-sequenced experimental trials using MetaTutor-IVH (see Fig.  4). 
MetaTutor-IVH has 18 trials in a within-subjects design in which trials are defined 
in a 3 (content relevancy: fully relevant, text somewhat relevant, diagram some-what 
relevant) × 3 (agent facial expression: congruent, incongruent, neutral) × 2 (question 
type: function, malfunction) manner.

Fig. 3   A graphical diagram showing the twelve intersections of PAUSe measured attributes (Chow & Ber-
enbaum, 2012). Perceived utility has three major branches, each with Self-and Other-serving emotions that 
are further categorized as either negative or positive
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Content relevancy describes the source of the pertinent information for the posed 
question. All slides had information that answered the multiple-choice question, but the 
location of this information varied. Fully relevant content meant that relevant informa-
tion could be found in both the text and diagram, while text-somewhat relevant meant 
the pertinent information was located in the diagram and diagram-somewhat relevant 
meant the pertinent information was located in the text. Previous research has shown 
that the metacognitive selection of more relevant content is associated with higher per-
formance (Dunlosky & Lipko, 2007).

Trials also varied by the facial expression of the agent during their given judgment. This 
expression could be congruent (i.e., showing confusion when either text/diagram were only 
somewhat relevant or joy when text/diagram were fully relevant), incongruent (i.e., show-
ing joy when either text/diagram were only somewhat relevant or confusion when text/
diagram were fully relevant), or neutral (showing no expression; see Fig. 5). This feature 

Fig. 4   A Typical MetaTutor-IVH Experimental Trial
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was chosen explicitly to examine if non-verbal metacognitive information would impact a 
learner’s metacognitive strategy use or behaviors while learning with an artificial peer. By 
varying the type of expression, we would be able to further examine if positive or negative 
emotions impacted this human-agent interaction.

Finally, trials varied by the question type (function versus malfunction), where each 
body system was represented in 2 trials and asked about the body functions when they 
were working correctly (function) and incorrectly (malfunction). This factor was included 
in the design of the environment to examine the impact of question wording and content 
might impact the interaction between the human and the agent. However, as we found 
no significant difference in the time spent examining the agent between function and 
malfunction trials (t(824) = 0.522, p = 0.6) we chose not to include this factor in our 
analysis.

The MetaTutor-IVH environment first provides a science question that learners will 
have to answer at the end of the trial. They are then asked to provide an ease-of-learning 
metacognitive judgment by answering the question ‘How easy do you think it will be to 
learn the information needed to answer this question?’ on a 1-unit incremental scale from 
0 to 100.

Ease of learning judgments must be made prior to any content, and therefore made 
through inferences guided by prior knowledge, contextual information, and general domain 
knowledge (Nelson & Narens, 1990; Jemstedt, Kubik, & Jonsson, 2017). They guide 
a learners’ attention and effort allocation but have been found to be poor or sometimes 
only moderate predictors of learning (Leonesio & Nelson, 1990; McCarley & Gosney, 
2005; Son & Metcalfe, 2000; Jonsson & Kerimi, 2011). We argue these judgements, 
contextualized within the MASRL model, occur in the “Person” level as it relies heavily on 
metacognitive knowledge and skills, and Efklides argues this is the level in which a learner 
makes decisions about their learning (Efklides, 2019).

Next, MetaTutor-IVH provides a multimedia content slide (see Fig.  6) which 
comprises of the posed question along the top edge of the slide, text (3 paragraphs, 
Flesch-Kincaid readability score range: 9.1–12.5; M = 10.5) along the left-hand 
side, a diagram in the middle of the slide, an agent in the top right-hand corner of 
the slide, and a judgment response panel along the bottom. Learners have 30  s on  

Fig. 5   The agent’s non-verbal emotion expressions are provided as a meta-cognitive monitoring judgment 
about content relevance displayed to participants every trial. From left to right: Joy, confusion, and neutral
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this slide before being prompted to provide a content evaluation about how relevant 
they think the presented information is by answering ‘Do you feel the text/diagram on 
this page is relevant to the question being asked?’ on a 3-point scale (1: text/diagram is 
relevant; 2: text/diagram is somewhat relevant; 3: text/diagram is not relevant). Content 
evaluations refer to the monitoring of informational content relative to a learner’s 
goals (Greene & Azevedo, 2009). According to the MASRL model, this evaluative 
process occurs within the ‘Task x Person’ level as it is specific to the type and quality 
of information provided within the task in conjunction with one’s evaluation of that 
relevancy and goals. That is, specific task processing (i.e., the selection, organization, 
and integration of multimedia content) must occur which is internally monitored 
and then externalized when responding to the CE question. For example, if a learner 
recognizes that the diagram is not relevant to the question, they may regulate how 
they will allocate their additional efforts after providing this CE. Additionally, they 
must regulate any emotions, such as frustration or confusion, caused by the irrelevant 
information as they continue their studying.

Once learners submit their judgment, the agent provides a 10  s judgment of how 
relevant it feels the text and diagram are with a silent emoted expression (i.e., joy, con-
fusion, or neutral; see Fig. 5). This judgment provides non-verbal metacognitive infor-
mation for the learner to interpret within the context of the task and, according to the 
MASRL model, we argue occurs within both the ‘Person’ level and the ‘Person-task’ 
level.

We are unaware of any previous work that has used the MASRL model in con-
junction with non-verbal pedagogical agents providing metacognitive judgements of 
their own, and this study aims to directly address this component of the model. We 

Fig. 6   A prototypical content slide used in MetaTutor-IVH. Note: This one specifically covers the Human 
Nervous System
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will show how stable ‘Person’ level elements (perceived utility of emotions for self- 
and other-centered positive and negative emotions) and varying ‘Person-task’ level 
elements (expression type and expression congruency) both contribute to changes 
in behavior and interactions with pedagogical agents during complex learning. For 
example, if a learner reported that both the diagram and text were fully relevant, but 
the agent showed confusion, the learner must (1) evaluate and interpret the agent’s 
reaction and then (2) determine how this reaction will affect their studying and next 
behavioral steps. This type of SRL requires a learner to integrate not only incoming 
agent-reaction based information, but also their own metacognitive monitoring of the 
content, and stable perceptions of emotion of the utility of the agent’s emotion during 
the trial.

Participants could continue to study until ready to answer the question, after 
which they make a retrospective confidence judgment by answering ‘How confi-
dent are you that the answer you provided is correct?’ on a 1-unit incremental 
scale from 50 to 100 (a score of 50 indicated they had simply guessed). Follow-
ing their confidence judgment, learners justify their response in a text-based free 
response section followed by another retrospective confidence judgment based on 
their justification. These types of reflective monitoring evaluations occur within 
the ‘Task x Person’ level of the MASRL model and can later help inform a learn-
er’s metamemory as well as their regulation of effort and affect in relation to how 
they perceive their performance on a particular trial. After this final judgment, the 
next trial begins.

Data

Missing data  Ten participants were removed due to incomplete eye-tracking data during 
the entire experiment. Out of the remaining 50 participants, 73 individual trials (out of 
900) were removed as we were unable to parse out if a participant’s duration reporting 0 s 
could be contributed to the fact the participant did not examine the agent on a given trial or 
if the measurement tool failed to correctly collect data. This means not all participants had 
18 trials worth of data; however, our modeling approach is able to handle such cases and 
thus we chose not to impute missing data.

Data structure  A total of 827 trials at the micro level (Level 1) are nested within 50 par-
ticipants at the macro level (Level 2). Participants’ self-reported perceived utility of emo-
tions for self and other-centered positive and negative emotions are located at Level 2, 
while characteristics of the information provided by the agent (expression type and congru-
ency) are located at Level 1. Variables basic descriptive statistics are provided in Table 1. 
Please note that we only report on the Level 2 explanatory variables that remained after our 
dimension reduction methods were applied.

Participant level variables  Our Level 2 covariates include participants’ self-reported 
perceived utility of emotions for self and other-centered positive and negative emo-
tions. These include twelve average scores that range from 1 (strongly disagree) to 5 
(strongly agree). These twelve variables are distributed among three perceived utili-
ties, positive–negative valence, and self-other centered emotions (See Fig.  3). Sim-
ply, for each of the three facets (informational utility; motivational utility; and goal-
directed behavior facilitation), participants had an average rating for (1) Self-serving 
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negative emotions (angry at others, disgusted with others, jealous), (2) Self-serving 
positive emotions (happy for self, proud, deserving), (3) Other-serving negative emo-
tions (ashamed of myself, guilty, embarrassed of myself), and (4) Other-serving posi-
tive emotions (appreciation, humble, respectful).

Environment/trial level variables  Our Level 1 covariates include two environ-
mental descriptions for the emotion that the agent expressed when sharing its 
metacognitive judgment about the content relevancy. First, expression type could 
be (1) Confusion, (2) Joy, or (3) Neutral (see Fig. 5). Second, expression congru-
ency could be either (1) Congruent (i.e., showing confusion when either text/dia-
gram were only somewhat relevant or joy when text/diagram were fully relevant), 
(2) incongruent (i.e., showing joy when either text/diagram were only somewhat 
relevant or confusion when text/diagram were fully relevant), or (3) neutral (show-
ing no expression).

Dependent variable  For our study, dwell-time was the only outcome. Specifically, we 
were only interested in the total duration (seconds) participants fixated on the agent 
(area of interest [AOI]) while the agent provided non-verbal, emotion feedback. We 
classified fixations according to the Dispersion-Threshold Identification algorithm (Sal-
vucci & Goldberg, 2000), which classifies fixations as a minimum of 80 ms on an area 
of interest less than 100 pixels. All sequential fixations within one AOI were summed to 
measure the dwell time on that AOI. Due to the non-normal distribution of dwell times, 
for our study we normalized durations using a Box-Cox transformation (λ = 0.328) 
before fitting our model. Interpretations of our intercepts include both the transformed 
value (as indicated from our model) and an interpretable inverse-transformed value 
(back into seconds).

Table 1   Descriptive Statistics for Model Variables

Note: Duration is the only variable that we normalized. No other variables have been centered or scaled. All 
explanatory variables at the participant level are averages of three values measured on a 5-point scale (1–5); 
Expression type is measured on a 3-point scale (1–3), and Expression Congruency is measured on a 3-point 
scale (1–3)

Variable M SD Min Max

Dependent variable
   Duration (Seconds; Not transformed) 4.122 2.934 0.251 14.595
   Duration (Box-Cox (λ = 0.328) transformed) 0.000 1.000 -2.200 2.346

Explanatory variables at the participant level
   Perceived Informational Utility of Self-Serving Positive Emotions 3.865 0.659 2.000 5.000
   Perceived Informational Utility of Other-Serving Negative Emotions 3.593 1.165 1.000 5.000
   Perceived Informational Utility of Other-Serving Positive Emotions 3.952 0.815 2.000 5.000
   Perceived Motivational Utility of Other-Serving Negative Emotions 3.590 1.100 1.000 5.000
   Perceived Behavior Facilitation Utility of Other-Serving Negative 

Emotions
3.516 1.024 1.333 5.000

Explanatory variables at the Environment/Trial level
   Expression Type 1.948 0.806 1.000 3.000
   Expression Congruency 1.952 0.804 1.000 3.000
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Results

Dimension reduction

Due to the large number of potential explanatory variables and our given sample size, we 
used factor analysis (FA) to reduce the number of dimensions within our data. While there 
are several dimension reduction methods that can be used (e.g., principal component analy-
sis, linear discriminant analysis, random forest), we chose to use FA as it would also allow 
us to simultaneously look at the reliability measures for the PAUSe questionnaire.

Before performing FA, we first examined the correlation matrix among our variables 
and found a Kaiser–Meyer–Olkin (KMO) adequacy measure of 0.64 which both suggest 
our data has acceptable factorability (Kaiser, 1974). Additionally, we conducted Bartlett’s 
Test of Sphericity (χ2 = 7264.66, df = 66, p < 0.005) which indicated factor analysis may 
be useful for our data. To determine the number of factors to extract we examine the Scree 
plot (see Fig. 7) which suggested 4 factors.

As we cannot reasonably assume the factors will be independent, and therefore uncor-
related, we used an oblique rotation type and conducted FA using the ‘Psych’ package in R 
version 4.1.3 (Revelle, 2022). Our Root Mean Square Error of Approximation (RMSEA) 
fit index was 0.06 suggesting a close fit (Hu & Bentler, 1999). Figure 8 reports the fac-
tor loading of our variables. These factors show high reliability with the labels from the 
PAUSe questionnaire such that factor 4 (explaining 32% of the variance within our data) 
relates to the perceived motivational and behavioral utility of self- and other-serving nega-
tive emotions. Factor 3 (explaining 26% variance) can be defined as the perceived (moti-
vational, behavioral, and informational) utility of other-serving positive emotions. Factor 1 
(explaining 26% variance) can be defined as the perceived (motivational, behavioral, and 
informational) utility of self-serving positive emotions. Finally, factor 4 (explaining 17% 
of variance) can be defined as the perceived informational utility of self- and other-serving 

Fig. 7   Scree plot- used to determine number of factors based off where the “elbow” of the eigenvalue line 
plot levels off
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Fig. 8   Factor Loading Diagram. Red variables indicate which variables from each factor based on correla-
tional analysis were chosen for model building. ISN: Perceived Informational Utility of Self-Serving Neg-
ative Emotions; ISP: Perceived Informational Utility of Self-Serving Positive Emotions; ION: Perceived 
Informational Utility of Other-Serving Negative Emotions; IOP: Perceived Informational Utility of Other-
Serving Positive Emotions; MSN: Perceived Motivational Utility of Self-Serving Negative Emotions; MSP: 
Perceived Motivational Utility of Self-Serving Positive Emotions; MON: Perceived Motivational Utility of 
Other-Serving Negative Emotions; MOP: Perceived Motivational Utility of Other-Serving Positive Emo-
tions; BSN: Perceived Behavior Facilitation Utility of Self-Serving Negative Emotions; BSP: Perceived 
Behavior Facilitation Utility of Self-Serving Positive Emotions; BON: Perceived Behavior Facilitation Util-
ity of Other-Serving Negative Emotions; BOP: Perceived Behavior Facilitation Utility of Other-Serving 
Positive Emotions
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negative emotions. These factors show a clear delineation between self- and other-serving 
positive emotions across all utility types. However, for negative emotions, these factors 
suggest that the split is more informative between utility types (with a grouping of motiva-
tional and behavioral versus information utility split) and not person-focused (other versus 
self).

To reduce dimensions of this instrument for modeling building, using the ‘caret’ pack-
age (Kuhn, 2022), we then identified highly correlated variables within each factor (greater 
than 0.7). One variable of any identified pair was then selected based on how well it loaded 
into their respective factors. This resulted in a reduction to 5 variables from our original 12 
(see Table 1; see red colored factors in Fig. 8). We further reduce dimension in our model 
building process by using a backward-elimination approach with our participant-level vari-
ables (Level 2 covariates).

Model building process and assumptions

We developed several linear growth models in R version 4.1.3 (using the lmer package; 
Bates, Machler, Bolker, & Walker, 2014) to find if there is a relationship between how long 
a learner examines a pedagogical agent peer providing metacognitive monitoring informa-
tion when controlling for participant-level characteristics (perceived utility of emotions for 
self and other centered positive and negative emotions) and characteristics of the metacog-
nitive monitoring information provided by the agent (expression type and expression con-
gruency). Our two-level hierarchical linear growth models used maximum likelihood (ML) 
to estimate our fixed and random effects, and model fits were assessed using the Akaike 
information criterion (AIC) and the Bayesian information criterion (BIC; Akaike; Akaike, 
1974’ Raftery et  al., 1995). Using a within-subjects experimental design, we examine 
dwell time during experimental trials (i.e., Level 1, N = 827) nested within participants 
(i.e., Level 2, N = 50), which is more than the recommended minimum Level 2 sample size 
of 30 (Maas & Hox, 2005; Paccagnella, 2011).

We first began by building (Model 1) an unconditional means model with only an inter-
cept and its random effects. Building upon Model 1, we estimated an unconditional growth 
model (Model 2) by examining how much within-participant variability could be attributed 
to systematic changes over trials. In this model we assume slopes are fixed across partici-
pants (i.e., a random-intercept, fixed-slope model). We then constructed an unconditional 
growth model with a random-intercept and random-slope (Model 3) and compared both 
unconditional growth models (Models 2 and 3) against our unconditional means model 
(Model 1) and each other. Results suggest that there is not a significant difference between 
Model 2 and Model 3 (fixed versus random slope), but that both outperform our uncon-
ditional means model (Model 1). Looking at the ICC for both models led us to adopting 
Model 3 going forward for a random-intercept, random-slope model. Model 4 built upon 
Model 3 by adding in our Level 1 environment/trial-level predictors (i.e., expression type 
and expression congruency). Model 5 built upon Model 4 further incorporating partici-
pant-level variables (Level 2 covariates) which will then undergo a backward-elimination 
approach. Our final model, Model 6, was a random-intercepts random-slopes model esti-
mated using only significant explanatory variables from previous models. Table 2 presents 
all growth models’ coefficients and variance components while examining the participant- 
and trial-level influences on the duration a participant examines a pedagogical agent as 
it provides metacognitive monitoring information. All models have both fixed estima-
tions (representing the estimated coefficients) and a random component (representing the 
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variability of the intercept and slope across participants and trials respectively). We report 
model fit statistics at the bottom.

Data used in our final model’s Level 1 and Level 2 residuals were screened for linearity 
and normally distributed and homogeneous variance. We reviewed linearity and homoge-
neity of our Level 1 residuals by reviewing Q-Q plots, which plot residuals against pre-
dicted values. No discernable patterns in the plot suggest this assumption for our model 
was met. We reviewed linearity and homogeneity of our Level 2 predictors by examining 
Empirical Bayes residuals in Q-Q plots. No discernable patterns in the plots suggest this 
assumption for our model was also met.

Model 1: Unconditional means model

First, we estimated an unconditional means model. Based on this model, we can examine 
the participant effect on duration of looking at the agent providing metacognitive monitor-
ing information. Our Model 1 can be written as:

Level One:

Level Two:

where Durationti is the dwell time of trial t for participant i; �0i is the average duration 
for the ith participant; �00 is the average duration across all participants at time 0 (trial 
1); r0i is the deviation of each participant’s mean duration from the grand mean (i.e., the 
random effect of participant i); and eti is a trial-level residual. The overall mean dwell time 
(across participants) is estimated as 1.79 (4.09 s)1 which is significantly different from zero 
(t (50.37) = 24.85, p < 0.005). The between-participant (Level 2) variance in duration is 
estimated as �̂2

r0
= 0.89, 89% and the within-participant between-trial (Level 1) variance 

residual is estimated as �̂2
e
= 7.70 , giving a total variance of 8.59. The intraclass correla-

tion (ICC), or proportion of total variance that is explained by the variance between partici-
pants, is 0.104. Thus, approximately 10% of dwell time on a pedagogical agent providing 
metacognitive information is between participants, and 90% of the variance is between tri-
als within a given participant.

Models 2 & 3: Unconditional growth models

Next, we built upon Model 1 to estimate how much within-participant variability can be 
attributed to systematic changes over time (trials). We estimated an unconditional growth 
model introducing time (trial). Model 2, a random-intercept fixed-slope model, can be 
written as:

Level One:

Durationti = �0itrialti + eti

�0i = �00 + r0i

Durationti = �0i + �1itrialti + eti

1  Note: All models used the transformed version of duration and therefore we provide the value of the 
transformed duration in addition to the interpretable inverse-transformed value in seconds.



484	 M. Wiedbusch et al.

1 3

Level Two:

where �10 is the growth slope, or expected yearly rate of change in duration for participant i 
over the 18 trial period. Before interpreting the coefficients, we also built Model 3, a random-
intercept fixed-slope unconditional growth model, which can be written as:

Level One:

Level Two:

where r1i is the variance of the random slope between participant variance in growth slopes. 
We compare both Model 2 and Model 3 against our unconditional means model (Model 1) 
and find that they are both statistically significantly better fits (χ2 = 84.71, df = 1, p < 0.005, 
χ2 = 85.42, df = 3, p < 0.005, respectively). When we compare Model 3 against Model 2 (add-
ing in a random slope) using maximum likelihood estimates, we find there is not a significant 
difference between the models (χ2 = 0.714, df = 2, p = 0.67). However, the ICC for Model 3 
(0.166) provides more evidence of clustering than Model 2 (0.124) that we might be able to 
explain with our environment/trial level covariates and thus providing an overall better fitting 
model. If we find that neither of these covariates are significant, however, we plan on using 
Model 2 for the remaining model building process for parsimonious reasons.

According to Model 3, the mean duration for all participants in trial 1 ( �00 ) is 2.32 (5.63 s). 
The mean trial change in duration for participants ( �10 ) is -0.17, which is statistically sig-
nificant (t(50.88) = -8.85, p < 0.005) suggesting that the longer a participant is learning with 
MetaTutor-IVH, the less they look at the agent while it provides metacognitive information. 
The variance in within-participant deviations ( ̂�2

e
 ) is 6.83 and the variance between partici-

pants on trial 1 ( ̂�2

r0
 ) is 1.36. The variance between participants in rates of change in durations 

during the experiment ( ̂�2

1i
 ) for participant i is 0.002. The estimated within-participant vari-

ance,�̂2
e
 , decreased by about 11% from our unconditional meals model, suggesting that 11% of 

within-participant variability in duration looking at the agent providing metacognitive infor-
mation can be explained by a linear decrease over time (trials).

Model 4: Random‑intercept random‑slope growth model with level 1 covariates

Next, building upon Model 3, we built a model with our Level 1 covariates, expression type 
and expression congruency. Model 4 can be written as:

Level One:

Level Two:

�0i = �00 + r0i

�1i = �10

Durationti = �0i + �1itrialti + eti

�0i = �00 + r0i

�1i = �10 + r1i

Durationti = �0i + �1itrialti + �2iexpressionti + �1icongruencyti + eti
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where �20 is the expected effect of agent expression over trials with a variance of  r2i 
and �30 is the expected effect of agent congruency over trials with a variance ofr3i . Agent 
expression for participant i is estimated as −0.54 + r2i , however this was not a significant 
predictor (t (10.22) = -1.90, p = 0.09). Agent congruency for participant i, however was a 
significant predictor (t (13.93) = -3.44, p < 0.005), and is estimated to be−1.01 + r3i . This 
suggests that accounting for trial, participant i on a trial with an agent providing a congru-
ent emotion (congruency = 1) are expected to have a duration that is 1.01 + r3i units (trans-
formed seconds) lower than on a trial with either an incongruent or neutral emotion. That 
is, participants show evidence that they are metacognitively detecting when the agent is not 
accurate and examining that agent for longer, perhaps to decipher why. Comparing Model 
4 and Model 3, we find that adding in Level 1 covariates make for a statistically significant 
better fitting model (χ2 = 8.71, df = 4, p = 0.04).

Model 5: Random‑intercept, random‑slope growth model with level 1 and Level 2 
covariates

Model 5 built upon Model 4 and introduced all 4 potential explanatory variables to then 
undergo backwards elimination to further reduce the number of explanatory variables 
within the model. Model 5 is defined as:

Level One:

Level Two:

�0i = �00 + r0i

�1i = �10 + r1i

�2i = �20 + r2i

�3i = �30 + r3i

Durationti = �0i + �1itrialti + �1icongruencyti + eti

�0i = �00 + �01 ∗
(

informationalselfpositivei

)

+

�02 ∗
(

informationalothernegativei

)

+ �03 ∗
(

informationalotherpositivei

)

+

�04 ∗ (motivational_other_negativei) + �05 ∗ (behavioral_self_negativei) + r0i

�1i = �10 + �11 ∗
(

informationalselfpositivei

)

+

�12 ∗
(

informationalothernegativei

)

+ �13 ∗
(

informationalotherpositivei

)

+
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As Table 2 shows, for perceived informational utility, only the perceived utility of other-
centered negative emotions was a significant explanatory variable (t = -2.96, p = 0.004). 
Compared to Model 4 (unconditional random-intercept random-slope model), Model 5 is a 
significantly better fitting model (χ2 = 20.97, df = 1, p < 0.005). Model 5 suggests that for 
every 1 point more average utility in -centered negative emotions a participant perceives, 
holding all else constant, the rate of change in the duration spent looking at the agent 
decreases by 0.293 (0.389 s). We failed to find any significant effects on duration from the 
perceived motivational utility measures or perceived goal-directed behavioral facilitation 
measures.

Model 6: Final model

To build our final model, we only included the significant predictors from all previous 
models in a two-level conditional random intercept random slope growth model. Model 6 
can be written as follows:

Level One:

Level Two:

The perceived informational utility of other-centered negative emotions was entered in 
our model as a Level 2 predictor for the slope (rate of change in duration) while agent 
expression congruency was entered as a Level 1 predictor. Both predictors were uncentered.

According to our final model, the mean duration for all participants in trial 1 ( �00 ) 
with an average perceived informational utility of other-centered negative emotions 
( �01 ) is 3.31 (9.42  s), which is statistically significantly different from zero (SE = 0.59, t 
(111.07) = 15.94, p < 0.005). On average and across participants agent expression con-
gruency was negative and statistically significantly related to duration on the agent pro-
viding metacognitive information. The average effect (i.e., slope) across participants for 
agent expression congruency can be represented as a decrease of 0.40 (1.45 s) for every 
additional trial (SE = 0.02, t (51.10) = -9.83, p < 0.005). Simply, the duration a participant 
examines an agent providing non-verbal metacognitive monitoring information decreases 

�14 ∗ (motivational_other_negativei) + �15 ∗ (behavioral_self_negativei) + r1i

�2i = �20 + �21 ∗
(

informationalselfpositivei

)

+

�22 ∗
(

informationalothernegativei

)

+ �23 ∗
(

informationalotherpositivei

)

+

�24 ∗ (motivational_other_negativei) + �25 ∗ (behavioral_self_negativei) + r2i

Durationti = �0i + �1itrialti + �1icongruencyti + eti

�0i = �00 + �01 ∗ (informational_other_negativei) + r0i

�1i = �10 + �11 ∗ (informational_other_negativei) + r1i

�2i = �20 + �21 ∗ (informational_other_negativei) + r2i
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over time (trials), and the rate of change in this duration is lower for participants who per-
ceive less informational utility in other-centered negative emotions compared to partici-
pants who perceive higher utility. Additionally, the rate of change in this duration is also 
lower on trials in which the agent is providing a congruent emotion expression compared 
to non-congruent or neutral.

Relative to our unconditional means model, our final model is a significantly better fit 
model (χ2 = 313.31, df = 8, p < 0.005). This is further confirmed by lower AIC and BIC 
values in our final model compared to our unconditional means model. A likelihood ratio 
test also suggests that significant variance still exists for participants (p < 0.005), or sim-
ply, the differences between participants’ duration are still unaccounted for with our final 
model. The proportion reduction in within-participant variance (Level 1;R2

level1
 ) was 0.26, 

suggesting that adding agent expression congruency as a predictor of duration reduced the 
within-participant variability by 26% (i.e., accounting for 26% of the person-level variance 
in duration). The between-participant variance explained at Level 2 (i.e., variation between 
participants) increased after including the perceived informational utility of other-centered 
negative emotions.

Discussion

Based on the final model and model building process, we have estimated that there are both 
individual-level and environment/trial-level effects on the duration a participant spent look-
ing at a pedagogical agent providing non-verbal metacognitive information while learn-
ing with MetaTutor-IVH. Our models fully support our hypothesis that we would find a 
change in duration over time (i.e., trials) spent in MetaTutor-IVH. We argue this is poten-
tially attributable to two major factors. First, as participants become oriented to the learn-
ing environment, less time is needed to navigate attention towards the general location of 
page elements such as where to click next, or where to find the text and diagram. In other 
words, there is evidence learners were habituating to the environment over the experiment. 
Second, the novelty of the agent lowers over time in addition to learners potentially becom-
ing faster at interpreting and analyzing the non-verbal cues represented in the agent’s facial 
expressions. That is, the learners become habituated to the agent and its behavior as well 
as becoming more efficient in interpreting abstract non-verbal metacognitive information.

Across all models, and within our final model, we saw that there was a fixed and random 
effect of trial on duration. Our results also somewhat support our hypothesis that we would 
find an effect of duration accounted for by multiple perceived utility of both self- and other-
centered emotions (both positive and negative). Only the perception of informational utility 
of other-centered negative emotions had a significant effect on participants’ duration on 
the agent. We interpret this result to suggest that emotions such as shame and embarrass-
ment could drive participants to look at the agent more. This in conjunction with the fact 
that no perceived utility goal-directed behavioral facilitation was found significant in our 
modeling could suggest that learners are more worried about being seen as incorrect or 
making wrong judgements than actually performing better. Additionally, our FA results, 
while also used for dimension reduction, provide some evidence for the reliability of the 
PAUSe metric showing factor loadings of variables that match the theoretical assumptions 
of the measure.

This modeling provides empirical support for Efklides’ (2019) MASRL model of 
SRL which characterizes SRL into two levels. The informational utility of other-centered 
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negative emotions are relatively static ‘Person’ level features that we showed influenced the way 
in which learners interacted with the environment. Specifically, it affected the way in which 
they chose to collect additional metacognitive information via the non-verbal pedagogical 
agent. This highlights the importance of not only considering one’s current emotional state, but 
also general disposition towards the role of emotions during learning on an individualized basis.

Finally, we found that agent expression was surprisingly not an influencing factor in 
the duration learners spent looking at the agent. This suggests that positive and negative 
emotions do not attract more attention or require additional interpretation time but rather 
the underlying congruency matters. That is, learners spent less time looking at the agent 
when its expression represented the ground truth. This could suggest longer attention was 
required to reevaluate one’s own judgment or compare the agent’s judgment to their own. 
Similar to the previous result, our model found ‘Person x Task’ level features also influ-
enced the attention allocation on metacognitive monitoring information. This suggests 
learners were not merely using the agent as a verifier of their own judgment but wanted to 
incorporate new (and accurate) information into their current metamemory and metacogni-
tive knowledge (Nelson & Narens, 1990). Surprisingly, it was the metacognitive informa-
tion that we found impacted behavior and regulation of effort and attention, not affect (i.e., 
the agent’s expression). This could be attributed to the fact that it was not an emotion that 
the learner was experiencing themselves, but rather observing.

Overall, our results align with the MASRL model, and show the role that metacognition 
and affect have within SRL (Efklides, 2019). That is, we show that both ‘Task x Person’ 
and ‘Person’ level processing influence behaviors during SRL. Additionally, it is aligned 
with previous work that suggests metacognitive judgments can be used to predict effort 
and attention allocations (Wiedbusch & Azevedo, 2020), and support overall learning out-
comes (e.g., Azevedo & Dever, 2022; Jansen et al., 2019).

This study extends previous work on the role of affect in SRL in two major ways. First, 
it extends previous work by not looking at the role of current learner emotions, but rather a 
learner’s perception of the role of emotions as a stable trait. If a learner is highly concerned 
with appearing ashamed in front of others, they may consult nonverbal feedback more 
often than a learner who is not highly concerned. This has important design implications 
in that by considering trait-level perceptions of emotion utility, individualized scaffolding 
can be personalized based on the type of information that would be most impactful for 
a learner (e.g., motivational versus informational versus behavioral). Non-verbal informa-
tion as a scaffolding technique is not a fix-all solution for all student needs, however, this 
work suggests it could have a significant behavioral impact on some learners and their SRL 
behaviors. Second, our work provides empirical evidence for the MASRL model assump-
tion about ‘Task x Person’ level and ‘Person’ level processing using dynamical analysis 
approaches via growth modeling. Unlike previous work that uses self-report measures of 
current affective states (e.g., Cloude et al., 2021; Wortha et al., 2019), or facial expressions 
(e.gHarley et al., 2015; Lajoie et al., 2021; Taub et al., 2018a, 2018b), our model utilized a 
stable trait on the perception of emotions.

Limitations

Due to sample size and convergence limitations, we did not include any potential interac-
tion effects in our modeling. With a larger sample size, this might be possible and reveal 
more significant effects of our explanatory variables that were hidden in our current mod-
els. For example, as participants move through the experiment (and therefore across trials), 
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it is possible that their perception of utility for certain emotions could alleviate some of 
the natural decline in duration that we see in our current models. Additionally, we found 
evidence that the congruency of the agent’s expression had a significant effect on duration 
spent looking at the agent. We interpreted this to suggest that participants were metacog-
nitively aware to the discrepancy of the agent’s accuracy. To further corroborate such a 
claim, we should only look at trials in which the participant is accurate in their metacogni-
tive judgement. This would significantly reduce our trial (Level 1) sample size, however, 
and therefore was not included. Future work should consider one’s metacognitive accuracy 
and bias about content when examining the social aspects of tutoring interactions.

In addition to our results, we need further analysis to further substantiate our interpreta-
tions of performance-avoidance behaviors we saw with our modeling through other meas-
ures (such as the AEQ questionnaire). Examining potential relationships with this other 
measure could reveal interesting behaviors of how and when learners look for complex 
metacognitive interpretations outside of their own judgments. Finally, our modeling did not 
account for other stable demographic characteristics that could be highly correlated with 
perceived emotion utility including age, gender, ethnicity, and race.

Future directions and implications for intelligent learning systems

Technology-based learning environments should be designed to be individualized and 
adaptive based on stable and fluctuating differences, but there are many underlying theo-
retical considerations that still need further exploration (Azevedo & Wiedbusch, in press; 
Loderer et al., 2020). Our work attempted to address some of these differences by examin-
ing the relationship between how long a learner examines a pedagogical agent peer pro-
viding metacognitive monitoring information when controlling for participant-level char-
acteristics (perceived utility of emotions for self and other centered positive and negative 
emotions) and characteristics of the agent (expression type and expression congruency).

As we discussed above, emotions have been shown to impact learning outcomes (Dever 
et al., 2021; D’Mello & Graesser, 2012; Forgas, 2002; Pekrun & Linnenbrink-Garcia, 2012a, 
2012b; Sinclair et al., 2018), but our study highlights the degree to which an individual’s per-
ception of emotions can also impact one’s approach to learning. This is important to consider 
when designing advanced learning technologies. Specifically, these learning environments 
should not be designed to merely elicit, or help regulate, affect as it is occurring, but also to 
factor in more stable features around affect such as the perception of utility of those emotions. 
For example, if a learner does not feel other-centered emotions are very important, but places 
great value in self-centered emotions, a system could prompt more reflection on one’s current 
state and rely less on embedded pedagogical agents’ facial expressions to elicit various affec-
tive responses (like prompting difficult questions to induce confusion).

While we have found many interesting findings, there is still much work that needs to 
be done to help make more adaptive and intelligent learning systems. Indicatively, our 
study focused only on the content-evaluative metacognitive judgements, or judgements 
that occur during content presentation and relate to the relevancy of the content to the 
current learning goal (Azevedo & Cromley, 2004; Greene & Azevedo, 2009). Future work 
should consider a more expansive set of metacognitive judgments such as ease of learn-
ing judgements or retrospective confidence judgments. For example, the MASRL model 
suggests if a learner is feeling anxious prior to learning what they think will be a difficult 
topic, they might choose to allocate more time and effort to that subject. If, however, they 
also place high value on other-serving negative emotions (e.g., embarrassment), a system 
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should aim to help alleviate some of that anxiety or provide reassurance if the learner 
performs poorly. Or conversely, if during reflection the learner reveals they think they’re 
doing particularly well but their performance suggests otherwise, this might signal to the 
underlying system that the learner’s metacognitive judgements are not accurate and need 
further calibration or prompting to better reflect on their current learning. That is, other 
behaviors besides attention allocation, such as reflection accuracy or response quality, 
could also be used to study the effects of metacognition and affect on SRL. Furthermore, 
this study highlights the need to consider non-task related metacognitive evaluations, 
such as evaluations of social dynamics. How (in)accurate am I in not only interpreting 
the facial expressions of others, but what do I believe that information a social interaction 
is relaying and how does that impact my future learning decisions? The current MASRL 
model does not account for these type of evaluations or social monitoring that may have 
an impact on motivation and affect, but could be expanded to do so.

When designing future learning environments, instructional designers should consider 
how different attention drawing mechanisms might affect the duration of learners looking at 
pedagogical agents (Dai, Jung, Postman, & Louwerse, 2022). For example, consider a hint 
popping up as the system detects a decrease in allocated attention, suggesting that the agent 
could be supplying important information which could cause the learner to pause, reflect, and 
ultimately revisit their metacognitive monitoring to reevaluate if they are truly ready to keep 
learning. Other work should focus on other potential manipulations that may have influenced 
how long a participant looked at the agent. Interpreting a non-verbal facial expression can 
be effortful and abstract. If learners find diminishing value in these interactions, this could 
have accounted for the decrease we saw over time. Providing more explicit feedback from the 
agent on the same monitoring knowledge could prompt learners to pay more attention and use 
the shared metacognitive knowledge. Finally, we suggest that future research also focus on 
other aspects of emotions to assess utility. For example, examining the facial expressions of 
the learner themselves might reveal instances of mimicry that suggest the learner is trying to 
decipher what exactly the agent is relaying to them (see EASI model; van Kleef, 2009). This 
could further substantiate claims about the effortfulness of non-verbal clues or provide insight 
about what learners are cognitively and metacognitively doing when they are examining the 
agent during this period. As we move forward making these systems increasingly adaptive and 
individualized, it will be important for future research to continue to address these issues.
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